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 The faculty and midshipmen of the Mechanical Engineering Department have diverse interests covering the 
fields of mechanics, materials and the thermo-fluid sciences.  These interests are reflected in the research projects 
conducted by members of the department, which include sponsored faculty research, Trident Scholar projects and 
Midshipmen Independent Research projects.  The focus of these projects runs the full spectrum from fundamental to 
pedagogical research. 
 
 This past year a total of 20 faculty members were involved in 33 research projects, of these 26 were 
sponsored by outside agencies.  Sponsors included Navy laboratories, government agencies and industry.  In 
addition to the sponsored faculty research, there were 17 midshipmen involved in independent research projects and 
3 midshipmen involved in Trident Scholar projects.  Several of these projects were also funded by outside sponsors.  
In addition, there was one post-doctoral felow in the department. The output for the past year included 73 
publications and 25 presentations.  Of these midshipmen were involved in 5 as either co-authors, presenters or both. 
 

The scholarly pursuits of the faculty allow them to remain current in their fields.  This  currency benefits 
the midshipmen both directly and indirectly. The midshipmen benefit directly because in many cases the 
midshipmen are involved in doing the research, which broadens and enhances their intellectual experience.  
Indirectly the midshipmen benefit because the results of the research find their way into the curriculum, which helps 
to maintain its currency. 

 
Sponsored Research 

 
Mesoscale Friction Device Modifications 

Researcher: Commander Lloyd P. Brown, USN 
Sponsor:  Naval Surface Warfare Center, Dahlgren Division and Institute for Advance Technology 

 
 A mesoscale friction device (MFD) was modified to allow the passage of direct current (DC) while 
simultaneously measuring the coefficient of friction.  The MFD is similar in function to that of an atomic force 
profilometer.  Samples were brought into close proximity to the MFD tungsten probe tip while a potential was 
applied across the probe and the surface of the sample.  Various types of metallic samples were evaluated.  Before 
and after images of both the probe tip and sample surfaces were obtained using a JEOL 840 SEM. The resulting 
current flow, voltage drop and friction force were measured as the sample was contacted by the probe. Friction 
coefficient values were compared for the conditions of both current and no current conduction through the sample. 

 
Analysis of Ocean Acoustic Wave Guides  

with Spatially Varying Uncertainty 
Researcher:  Associate Professor John A. Burkhardt 

Sponsor:  Naval Research Laboratory (NRL)  

Acoustic propagation in littoral waters is of significant concern to the U.S. Navy. With this problem in 
mind an application of polynomial chaos basis expansions is used to describe environmental uncertainty in the 
acoustic sound speed distribution, and its subsequent effect on acoustic field uncertainty in ocean waveguides. These 
expansions treat the sound speed distribution as a random process, and allow for a description of acoustic wave 
propagation in terms of a stochastic differential equation.  A solution then describes acoustic propagation in 
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conjunction with a measure of uncertainty in the amplitude and phase of the pressure field. Such information is 
important in simulating real-world environments for the purpose of predicting sonar array performance in a robust 
manner. The specific work involves a generalization of a random, single layer waveguide to multiple layers, with 
more than one source of environmental uncertainty. Moments of the acoustic field will be computed using the 
polynomial chaos basis expansion approach and results compared to ground truth using an independent Monte Carlo 
estimate of the moments.  

Capillary Pumped Loop Systems for Use in Shipboard Electronic Cooling 
Researchers:  Professor Martin R. Cerza, Assistant Professor Andrew N. Smith, 

and Assistant Research Professor Valentin Tudor 
Sponsor:  Department of Energy (DOE) 

 
 Electronic cooling is quickly becoming a topic of paramount concern in the Naval community.  As 
computer chips and circuit boards get smaller while their power generation increases, very high heat fluxes have to 
be dealt with.  Moreover, as power electronics becomes an important parameter in RF devices such as radar control 
units, IGBT devices in propulsion switchgear, and increasing loads with regards to shipboard HVAC systems, the 
Navy will have to look at integrating all aspects of the thermal loads brought about by these components.  One 
potential method of cooling electronic cabinets is the capillary pumped loop system (CPL).  The CPL operates on a 
two-phase liquid-vapor thermodynamic system.  Heat dissipated from electronics devices are conducted through the 
CPL evaporator walls and vaporize a working fluid.  The vapor is then transported to a condenser where it 
condenses and releases heat to the ship’s cooling water.  This transport of heat is order of magnitudes more efficient 
than the forced air convection produced by fans, and with practically no noise produced.  
 

A single loop Capillary Assisted Thermosyphon (CAT) was constructed and steady state performance was 
evaluated experimentally.  Flow rates of chilled water were 0.5 to 2 GPM, heat input ranged from 250 to 1500 W.  
Sink temperatures evaluated were 7, 22 and 34 C.  Results showed that the CAT loop is a viable alternate for the 
cooling of electronics cabinets.  A steady state mathematical model was also developed and compared to the 
experimental data with very favorable results.  In progress is the design of a small electronics prototype cabinet 
which will house 3 evaporator (CAT) loops for shipboard or submarine use.   
 

Thermal Conductivity of SiC Foam 
Researcher:  Professor Martin R. Cerza 

Sponsor:  Schaffer Corporation 
 

 The objective of this work is to determine the thermal conductivity of Si and SiC foam cylinders.  The SiC 
foam cylinders are skinned and unskinned. 
 

The approach undertaken in the Mechanical Engineering Department at the U.S. Naval Academy was a 
Fourier approach.  The Si and SiC foam cylinders dimensions were approximately 1 inch diameter, 1 inch length.  
The cylinders were mounted interspersed in a column of aluminum one inch diameter cylinders (see attached 
figure).  One foam cylinders was mounted in the column.  The aluminum cylinders were drilled from the cylinder 
surface to the centerline and three thermocouples were mounted to measure the axial temperature in the aluminum 
along the centerline.  A heat flux was generated from a heater located above the topmost aluminum cylinder.  The 
size of the heat input was varied based on the operating temperatures achieved in the Si and SiC foam cylinders as 
measured by their junction temperatures with the aluminum cylinders.  This heat conducted through the cylindrical 
column to a chilled water heat sink located at the base of the bottom aluminum cylinder.  The range of chill water 
temperature varied from 4 to 32 degrees C (user set).  By inspecting the temperature profile in the instrumented 
aluminum cylinders, the junction temperatures between the aluminum and foam cylinders can be obtained.  The 
thermal conductivity of the foam specimens will than be calculated taking into account the thermal contact 
resistance between the aluminum and foam cylinders.  Data showed that the thermal conductivity of the SiC and Si 
foams were 7.5 and 5.5 W/m-K, respectively. 
 

It should be pointed out that the entire apparatus was housed under a bell jar and operated in a vacuum so 
that the effects of thermal convection to the air in the room be eliminated.  The jar was also be shielded to minimize 
thermal radiation effects. 
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Transient Performance of a Capillary Assisted Thermosyphon 
Researchers:   Professor Martin R. Cerza and Assistant Research Professor Valentin Tudor 

Sponsor:  Office of Naval Research (ONR) 

The transient analysis of a single loop capillary assisted thermosyphon (CAT) was examined 
experimentally and mathematically for cooling an shipboard electronics cabinet (surface ship). Flow rates of chilled 
water were 0.5 to 2 GPM, heat input ranged from 250 to 1500 W.  Sink temperatures evaluated were 7, 22 and 34 C.  
Results showed that the CAT loop is a viable alternate for the cooling of electronics cabinets.  The transient 
mathematical model was developed and compared to the experimental data with very favorable results.  The 
transient model incorporated a three domain, lumped transient thermodynamic analysis of the CAT loop system’s 
evaporator plate, condenser and working fluid domains.  Early results showed the model to track the experimental 
data favorably.   
 

An Investigation into the Physical Mechanism 
for Heat Transfer and Bubble Growth in a Micro-channel 

Researcher:  Professor Martin R. Cerza 
Sponsor:  Office of Naval Research (ONR) 

 The purpose of this investigation is to mathematically model the transient growth of bubbles in micro-
channels.  The emphasis for year 1 (this year) is to develop a bubble growth model that does not incorporate dryout.  
The bubble growth model will be utilized to develop a model for the high observed heat transfer coefficients in 
micro-channel boiling.  The model will entail the development of the thin film temperature profile between the 
bubble and the micro-channel wall.  This temperature profile will then be used to model the bubble growth and local 
heat transfer coefficient.  Corroboration with experimental data (either from data in the literature or data taken at 
USNA) will also be conducted.  This is a first step in predicting and understanding critical heat flux (CHF), also 
known as ‘dry-out’ in a micro-channel. 

 
Effects of Surface Roughness on Near-Surface Turbulence 

Researchers:  Professor Karen A. Flack 
and Associate Professor Michael P. Schultz  (Naval Architecture and Ocean Engineering Department) 

Sponsor:  Office of Naval Research (ONR) 
 

The effect of surface roughness on the overall drag of a surface is investigated.  Detailed measurements of 
near-surface velocity and turbulence parameters are obtained using laser Doppler anemometry in a re-circulating 
water channel.  The near-wall velocity profiles yield local skin-friction values, which can be integrated over the 
entire surface to determine overall drag on the plate.  This drag measurement is compared to results from tow-tank 
test using plates with the similar surface coatings.  Normalized turbulence profiles are compared to those of a 
smooth surface and mesh, and sand-grain rough surfaces.  The goal of the project is a better prediction of drag, using 
an empirical relationship of a roughness parameter, for any given surface roughness. 

 
Hybrid Composite Joining and Characterization 

Researcher:  Assistant Professor Stephen M. Graham 
Sponsor:  Naval Surface Warfare Center, Carderock Division (NSWC-CD) 

 
 This project is an investigation into novel concepts for joining of composite and metal structures.  The 
objective is to develop integral joining methods that could be used in place of bolting or adhesive bonding.  This 
research is being conducted in concert with the Marine Composites Branch of the Structures and Composites 
Department at the Naval Surface Warfare Center, Carderock Division.  This investigation is being conducted using 
both numerical and experimental approaches.  Novel joint designs have been developed, fabricated, instrumented 
and tested to evaluate the structural behavior in relation to commonly used joint configurations.  Numerical analysis 
of the joints has been used to assist in design of the joints, and to interpret the test results.  Particular attention has 
been paid to how the design of the joint influences the damage process. 
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Application of Fracture Mechanics to Failure of Composite Joints 
Researcher:  Assistant Professor Stephen M. Graham 

Sponsor:  Naval Surface Warfare Center, Carderock Division (NSWC-CD) 
 

The Navy is currently looking into novel ways to join composites to metal in naval ship structures.  There 
is a need for more fundamental work in the area of failure prediction to provide a better understanding of the effect 
of materials and geometric parameters on the behavior and strength of joints.  The objective of the proposed 
investigation is to apply the principles of fracture mechanics to the analysis of failure in co-infused composite joints.  
The investigation will initially focus on failure prediction in stepped-lap joints between adherends of unequal 
stiffness.  Working from previous numerical work on the load transfer and stress distribution in these joints, efforts 
will be made to extend this work to predict the strength of these joints based on fracture mechanics considerations.  
The strength predictions will then be compared with test results obtained for various types of co-infused hybrid 
joints.  If good predictions can be obtained using fracture mechanics, efforts will be made to extend the analysis 
beyond the co-infused hybrid joint to other types of stepped-lap or scarf joints. 
 
 

Quantification of Surface Crack Growth in Titanium Tubing 
Researcher:  Assistant Professor Stephen M. Graham 

Sponsor:  Naval Air Warfare Center, Patuxent River Division (NAWC-PAX) 
 

The objective of this project is to assess the structural integrity of high pressure titanium tubing that has 
suffered surface damage.  The project is being conducted jointly by NAWCAD and the U. S. Naval Academy.  
Fatigue crack growth rate testing is being conducted at the Naval Air Warfare Center at Patuxent River, while Dr. 
Graham is working on analysis and interpretation of the growth rate data at the Naval Academy. Tests were 
conducted to calibrate the DC Electric Potential Drop Method for measurement of depth of small surface cracks in 
thin-wall, small-diameter titanium tubing.  The calibration was then used to determine crack growth in real time 
during fatigue cycling, and to calculate the fatigue crack growth rate curves for this titanium alloy. 

 
 

Tow Tank Testing of a Parachute Canopy 
Researchers:  Assistant Professor Mary V. Holloway and Commander Frank Weber, USN 

Sponsor:  Natick Army Soldier Center 
 

 As parachute systems and the loading demands on the systems have become more advanced, the need for a 
better understanding of the fluid dynamics and opening characteristics of the parachutes has become apparent.  To 
address these issues, this research investigates the feasibility of using the tow tank facilities at the U.S. Naval 
Academy for fluid dynamics studies of parachute canopies during both steady descent and initial deployment 
conditions.  The main objectives of the research are to provide documentation of the opening forces, opening times, 
and drag forces on the parachute canopies in steady descent.  This will contribute to the general body knowledge 
currently available and will also be useful in documenting fluid structure interaction codes being developed by other 
researchers.  
 

During the initial phase of testing, a small-scale round parachute canopy was towed in the Naval 
Academy’s 120 foot tow tank.  The main objectives for this task were (1) to determine the range of loading forces 
and acceleration/deceleration rates that can be safely achieved during the towing of a parachute canopy in the tow 
tank and (2) to develop the experimental testing procedures.  Time series of the force on the parachute canopy 
during a constant velocity case (modeling an infinite mass case) were measured for a range of Reynolds numbers 
between approximately 5×104 and 1.5×105.  This project is ongoing and future work focused on documenting forces 
for a decelerating finite mass case is planned.  Additional areas of interest include obtaining flow visualization of the 
flow around a parachute canopy as well as documenting the shape of the canopy during deployment and steady 
descent. 
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Fracture Toughness of Nuclear Pressure Vessels 
Researcher:  Professor James A. Joyce 

Sponsor:  United States Nuclear Regulatory Commission, Carderock Division (USNRC-CD) 
 

This work is mostly experimental support for U.S. Nuclear Regulatory Research work in progress on 
Pressurized Thermal Shock (Loss of Coolant) Accident Rules. Probabilistic methods, elastic-plastic analysis and 
Weibull Stress based constraint corrections are now being applied to these important accident scenarios using 
software (FAVOR) developed at Oak Ridge National Laboratory.  Ductile-to-brittle transition tests on nuclear plate 
specimens are conducted using a variety of specimen geometries to support the new “Master Curve” characterization 
of the ductile-to-brittle characterization critical to defining the failure probability in the FAVOR code.  Major work 
is being directed to “Bi-axial Loading” cases in fiscal 2006.  These involve testing shallow crack cruciform bending 
specimens at a range of conditions in the transition.  This work was completed during the fall of 2005 and a draft 
NUREG report has been completed for the U.S. Nuclear Regulatory Commission.   
 

New work is being initiated in the area of crack arrest, using what has been developed during the past 2 
years on predicting cleavage in the ductile-to-brittle transition regime.  Tests are being conducted using the ASTM 
E1221 procedure using standard and subsize C(T) specimens.  Tensile SE(T) specimens are also being tested with 
the crack arresting in a rising temperature specimen ligament, the only test that appear applicable to high toughness 
Navy materials. 

 
 

Quality Assurance Testing of Rocket Motor Restraint System  
Component Materials 

Researcher:  Associate Professor Peter J. Joyce 
Sponsor:  Naval Surface Warfare Center, Dahlgren Division (NSWC-DD) 

 
This work involved fastener testing of MP35N bolts and tensile testing on 4340 castings to be used in the 

restraint system for a rocket motor as part of the MUDPACK II program, a MDA (Missile Defense Agency) funded 
test.  The bolt tests and 4340 tensile tests were part of a quality assurance measure for the restraint system.  Due to 
the critical nature of the rocket motor restraint system, from both a safety standpoint and in meeting the test 
objectives, it is imperative that the rocket motor remains restrained in the test stand throughout the test.  In 
preparation for the test, an engineering analysis of the restraint system design was performed and the bolts and a 
trunion part were identified as critical components to this system.  To help ensure that the “as built restraint” 
conformed to the material strength specifications used in the analyses, the bolts and trunion material needed to be 
tested.  The 4340 tensile specimens came from the trunion parent material.  

 
 

Evaluation of Cold Chlorinated Seawater for Corrosion Protection 
Researcher:  Assistant Professor Michelle G. Koul 

Sponsor:  Naval Research Laboratory (NRL) 
 
 Service evidence in North Sea pipeline facilities indicate that duplex stainless steel pipelines that were 
treated with cold (5oC) chlorinated seawater (CCSW) show an improvement in long-term corrosion performance.  
Due to the planned increase in the use of stainless steel in the Navy, there is interest in economical treatments that 
can improve corrosion performance and increase resistance to localized corrosion in these materials.   Surface 
analysis performed at NRL indicates that the CCSW treatment does alter the composition of the protective oxide 
film.  In this project, evaluation of the effect of a CCSW treatment on the corrosion performance of 304 stainless 
steel was conducted using potentiodynamic electrochemical testing.  Identification of a test method that is sensitive 
to the effects of the CCSW treatment involved testing in various chloride solutions.  As-polished and intentionally 
damaged conditions exposed to CCSW were evaluated. 
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Determination of the Environmentally Assisted Cracking Threshold 
for 15-5PH Steel Using the Rising Step Load Method 

Researchers:  Assistant Professor Michelle G. Koul and Assistant Research Professor QingJiang Meng 
Sponsors:  Naval Surface Warfare Center, Carderock Division (NSWC-CD) 

 
 15-5PH steel is a martensitic, precipitation hardening, chromium-nickel-copper stainless steel.  The alloy 
combines good strength, transverse toughness and ductility, hardness capability and corrosion resistance compared 
with 304 stainless steel.  It is typically heat treated to obtain a high strength condition.  Concerns regarding the use 
of 15-5PH in Naval applications with seawater exposure has led to this work.  In this particular study, 15-5PH steel 
was forged in an attempt to obtain better resistance to EAC.  The goal of this testing was to verify that the forged 
condition performs as well, or better, than the non-forged material in terms of EAC resistance.  The Rising Step 
Load testing protocol was used to determine the environmentally assisted cracking threshold (Kth) for the 15-5PH 
forging in the RL orientation in 3.5 wt% NaCl solution.  Results indicate that this condition is susceptible to EAC 
under cathodically polarized conditions (Eapp -1.1VSCE), with a measured Kth of 64.1 ksi√in at the slowest test profile 
employed.  This value represents a 60% reduction from the fracture toughness measured in air.  

 
Stress Corrosion Crack Growth Rate Evaluation of Aircraft Materials 

Using a Rising Step Load Method 
Researchers:  Assistant Professor Michelle G. Koul, Assistant Research Professor QingJiang Meng, 

and Professor Angela L. Moran 
Sponsor: Office of Naval Research (ONR) 

 
 Various candidate alloys are being considered for drop-in replacement of corrosion-prone AA7075-T6 
parts on aging military aircraft.  Therefore, the resistance of the candidate alloys to corrosion damage such as 
intergranular corrosion, exfoliation and stress corrosion cracking (SCC) is being evaluated.  In order to further 
contribute to this body of knowledge, this project is continuing previous work using an alternate test technique.  This 
test technique will allow the evaluation of a stress corrosion cracking threshold, as well as cracking kinetics.  Two 
aluminum alloys that meet mechanical property requirements and are thought to be superior to AA7075-T6 in terms 
of corrosion performance will be evaluated, in addition to 4340 steel due to recent concerns regarding aircraft 
landing gear.  A Rising Step Load test method was implemented to obtain this information.   
 
 

Integrated Hydrogen Storage/Heating System 
Researcher:  Professor Keith W. Lindler 

Sponsor:  Naval Surface Warfare Center (NSWC) 
 

 The objective of the current research is to identify and test the best commercially available metal hydride to 
store hydrogen for a diver heater application based on safety, volume required, start-up time required, hydrogen 
supply pressure, ease of recharging, and storage lifetime (number of discharge/recharge cycles).  After identifying 
the best metal hydride, a prototype heating circuit containing a heat exchanger incorporating a catalyst bed and 
metal hydride storage was to be constructed.  Tests with the prototype are to be carried out to determine the energy 
density available from this heating method and the ability of the system to be started at deep ocean temperatures and 
the ability to store sufficient hydrogen to meet the heating requirements of the divers. 

 A literature search and preliminary testing of metal hydrides resulted in the identification of HY-STOR 
Alloy 203 (Ca0.2M0.8Ni5, where M is mischmetal) as the perfect candidate for the diver heater application.  While 
most metal hydrides have a very low desorption pressure at ice water temperatures, HY-STOR 203 has a desorption 
pressure of 150 psia and thus could use the surrounding ocean to provide the heat necessary for startup and to 
continue to provide hydrogen as required to heat the divers. 

 Several small catalyst beds were designed and tested in order to determine the size required to meet the 2 
kW of heat needed to sustain the 6 divers in ice water temperatures for up to 6 hours.  These tests resulted in the 
design and construction of a larger prototype that was tested and shown to be capable of delivering the required 2 
kW of heat.  A small hydrogen storage system was designed and constructed which used 1 kg of HY-STOR 203 
metal hydride in a small lecture bottle 10 inches (25.4 cm) long and 2 inched (5.1 cm) in diameter.  Tests conducted 
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proved that 27 lecture bottles this size could store sufficient hydrogen to provide the heating requirements for 6 
divers in ice water temperatures for six hours.  

 
Crack Arrest Toughness Characterization of Naval Alloys 

Researcher:  Associate Professor Richard E. Link 
Sponsor: Naval Surface Warfare Center, Carderock Division (NSWC-CD) 

 
The currently available test procedures are not useful for characterizing the crack arrest toughness of many 

new grades of steel used in the construction of U.S. Navy surface combatants because of the high toughness of the 
alloys and the very large specimens that are required by the standard.  This program is directed at developing new 
approaches for characterizing the crack arrest fracture toughness, KIa, of ferritic materials.  New specimen 
geometries and testing procedures that overcome the limitations of the current technology will be investigated. The 
concept of a universal crack arrest "master curve" will also be explored to see if it is possible to define the crack 
arrest toughness transition curve based on a limited number of tests conducted in the lower transition region. 
 

Investigation of the Temperature Dependence of Upper-Shelf Fracture Toughness 
Researcher: Associate Professor Richard E. Link 

Sponsor: Naval Surface Warfare Center, Carderock Division (NSWC-CD) 
 

Probability-based models to predict reactor pressure vessels integrity are being developed by the U.S. 
Nuclear Regulatory Commission. These models rely on statistical descriptions of postulated flaw distributions and 
the material properties of the vessel and weldments. The Master Curve concept of Wallin has been incorporated to 
describe the variation of fracture toughness in the ductile-brittle transition region. Recently, Erickson-Kirk has 
proposed a model for characterizing the upper-shelf variation of fracture toughness with temperature. Experimental 
verification of the upper shelf model has not been performed due to appropriate data being unavailable. This 
research project will develop a large data set of upper-shelf fracture toughness as a function of temperature that can 
be used to evaluate the suitability the new upper-shelf master curve model. Fifty 1T C(T) specimens will be 
fabricated from the EURO forging test plate and standard fracture toughness tests will be performed in accordance 
with ASTM E1820. Mean fracture toughness as a function of temperature and standard deviation will be determined 
and compared with the model predictions. Tests will be conducted over the range of -20C to +200C. 

 
The Development of an Environmentally Compliant, Multi-Functional Coating for 

Aerospace Application Using Molecular and Nano-Engineering Methods 
Researchers: Professor Angela L. Moran and Assistant Research Professor Qingjiang Meng 

Sponsor: Air Force Office of Sponsored Research (AFOSR) 

The goal of the metallic coatings effort, as part of the integrated multi-functional coating system, is to 
create a metallic coating that will replace the hot-roll bonded cladding systems currently used on military aircraft. 
This coating is expected to be easily field applied and have a range of functions to improve corrosion performance, 
coating adhesion, and provide active corrosion protection. This will be accomplished through implementation of 
thermal spray or cold spray technology that will provide optimal coating and substrate properties and the use of 
nanocrystalline or amorphous matrix metallic glasses such as the Al-transition metal (TM)- rare earth (RE) glasses. 
High purity aluminum coatings were deposited in air from powder stock using the thermal spray or cold spray 
techniques.  An Al coating/AA2024-T3 skin substrate system was used to evaluate the corrosion/fatigue 
performance as a function of thermal spray coating process (i.e., powder flame spray, atmospheric plasma spray, and 
HVOF spray) and cold spray process such as Kinetic Metallization (KM). Comparison of the microstructures, 
mechanical properties, and the fatigue and pre-corroded fatigue properties of samples with the three types of thermal 
spray coating, as well as samples of bare AA2024-T3 and Alclad AA2024-T3, revealed that HVOF is the most 
promising thermal spray process for the deposition of aluminum coatings, and, in particular, HVOF coatings greatly 
increase the fatigue and pre-corroded fatigue lifetimes of the AA2024-T3 substrate.  Identification, procurement, and 
thermal spraying of AlCoCe alloy nano-powders and amorphous powders are underway.  Optimal glass forming 
chemistries have been determined. Initial chemistries have been produced in ingot/powder form and deposited as 
nano-crystalline coatings. Feedstock powders and the resulting coatings have been characterized by x-ray 
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diffraction, quantitative metallography and scanning electron microscopy to compare the structures. Mechanical and 
corrosion testing is in progress. 

 
Deposition Routes for the Development of Multi-functional Coatings  

for Naval Application via Nano-Engineering Methods 
Researchers: Professor Angela L. Moran and Assistant Research Professor Qingjiang Meng 

Sponsor: Office of Naval Research (ONR) 
 

 The opportunity exists to create a metallic cladding/multi-functional coating that has a range of functions to 
improve corrosion performance, coating adhesion, and provide active corrosion protection.  Field applicable 
methods such as HVOF and pulsed thermal spray deposition will be used to produce optimal coatings from 
crystalline and nano-crystalline aluminum alloy feedstock. A critical characteristic of amorphous/nano-crystalline 
materials is the ability to supersaturate desired alloying elements to produce a material with superior corrosion 
performance while maintaining mechanical properties. Further, the ability to utilize alloy compositions that contain 
rare-earth elements make it possible to produce a cladding material with active corrosion protection properties at 
coating defects or mechanical scratches.  Optimal alloy chemistries have been produced in ingot/powder form and 
deposited as nano-crystalline coatings.  Hardness and fatigue testing indicates that the first coatings sprayed are 
brittle with degraded fatigue life. Because the mechanical properties, especially fatigue properties, are essential for 
the use of this coating in aircraft applications, the processing must be modified or the composition altered to satisfy 
the requirements for mechanical and corrosion properties. Attempts are now underway to modify the processing 
parameters to lower hardness and enhance fatigue life.  Another effective way to increase coating ductility is to 
lower the amount of alloying additions. In this effort, alternative chemistries will also be produced to determine the 
effects of composition on resulting corrosion and mechanical properties. 

 
A Study of Environmentally Assisted Cracking Using the Rising Step Load Technique 

Researchers: Professor Angela L. Moran, Assistant Research Professor Qingjiang Meng, 
and Assistant Professor Michelle G. Koul  

Sponsor:  Office of Naval Research (ONR) 
 
 The corrosion behavior of AA7075-T651 and AA7040-T7651 was investigated using polarization, 
metallography, and scanning electron microscopy. Only one breakdown potential associated with stable, combined 
dissolution of the matrix and grain boundary regions was found in AA7040-T7651 in contrast to two breakdown 
potentials in AA7075-T651 in de-aerated sodium chloride. The stress corrosion cracking behavior of these two 
alloys was also studied by constant displacement tests and rising step load or displacement tests. The stress 
corrosion crack growth rates determined by both tests were well consistent with the values determined by double 
cantilever beam tests. Examination of the fracture surfaces by scanning electron microscopy indicated that stress 
corrosion crack paths in these two alloys were intergranular. Finally, the effect of bulk solution chloride content in 
the stress corrosion crack growth rate of AA7075-T651 under nearly constant solution conductivity conditions was 
investigated and addressed. 
 
      

Evaluation of Shielding Requirements for NSEC Indian Head Linatron Facility 
Researchers:  Professor Martin E. Nelson and Lieutenant Commander Brad Sharpless, USN 

Sponsor:  Naval Surface Warfare Center, Indian Head Division (NSWC-IH) 
 

 Dose calculations and consultations have been performed on a Varian Linatron® 3000 system which was 
installed in building 1140 at Indianhead (IH) in fall 2005.  These calculations were based on the following data 
sources:  (1) information collected during a site visit 21 December 2004, (2) correspondence with people familiar 
with the design and operation of the system, (3) vendor information on the system operating parameters, and (4) 
published guidelines for design of accelerator facilities, such as NCRP 51 “Radiation Protection Guidelines for 0.1-
100 MeV Particle Accelerators”.  A memo entitled “Report on 35%  A complete draft report has been generated 
entitled “Evaluation of Shielding Design for Varian 3000 Linatron at NSWC Indian Head Division”, May, 2005.  
The report concluded that the current shielding configuration is adequate for system operation to meet the current 
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regulatory dose rate standard to non-radiation workers or operating personnel of 2 mrem/hr.   Data collected from 
the operation of the system verified the conclusions of the report except at one location.  
 

Neutron Induced Charge Deposition:  An Integral Part of Navy SLBM System 
Radiation Hardened Microelectronics Design 

Researchers:  Professor Martin E. Nelson and Lieutenant Commander Gene Canfield (SSPO) 
Sponsor:  Strategic Systems Program Office (SSPO) 

 
 This research examines the need for the determination of neutron induced charge deposition in the design 
of radiation induced microelectronics utilized in Navy Submarine Launched Ballistic Missile (SLBM) systems.  The 
research to date has examined trends in the commercial and radiation hardened microelectronic industries.  
Experimental data has been collected with both fission neutrons and 14 Mev neutrons on Charge Collection Devices 
(CCDs)to fast neutrons.  The 14 MeV data has been collected using the USNA neutron generator and a data 
acquisition system developed by Draper labs. Previously the fission data was collected at WSMR.  The data has 
been analyzed and charge distributions have been developed as a function of neutron source, operational conditions, 
neutron fluence, and shielding materials.  More analysis needs to be preformed to understand the experimental 
results. 
 

14 Neutron Testing of FD SRAM and 4 mb SRAM Technologies 
Researcher:  Professor Martin E. Nelson 

Sponsor:  Naval Research Laboratory (NRL) and Office of Naval Research (ONR) 
 

Radiation hardened microelectronic devices are needed for various space applications. This work compares 
the effects of 14 MeV neutron irradiation on the single event error rate (SEE) of a fully depleted (FD) 64 Kb SOI 
device developed by the Lincoln Laboratory at the Massachusetts Institute of Technology (MIT) versus 
commercialized 4Mb SRAM CMOS technologies. The neutron source is the Naval Academy D-T neutron generator 
in Rickover Hall.  The results showed that the MIT design had the same SEE as existing commercial bulk 
microelectronic devices (i.e. same number of upsets per neutron fluence per bit).  Future experiments are also 
planned with other commercial 4 Mb SRAM devices in order to make comparisons of different designs between 
vendors. 

 
Damage Detection in Large Scale Naval Structures 

Researcher:  Professor Colin P. Ratcliffe 
Sponsor:  Naval Surface Warfare Center, Carderock Division (NSWC-CD) 

 
 Composites materials for large scale Navy structural applications are becoming a reality as seen by their 
use in applications such as the masts for LPD-17 class ship, a prototype Joint Modular Lighter System (JMLS) and 
the advanced composite sail for the Virginia Class Submarine. Inspection methods capable of providing rapid 
assessment of the structural integrity of these structures that have planar areas that can be thousands of square feet 
are required. Inspection techniques are currently available which can be readily implemented in a laboratory setting, 
but few exist which can be used for in-service inspections of this magnitude. This research continues to develop a 
broadband vibration-based technique developed at the United States Naval Academy and the Naval Surface Warfare 
Center Carderock Division, Structural Irregularity and Damage Evaluation Routine (SIDER) that is applicable for 
the inspection of large scale Naval composite structures. As a result of ongoing efforts, a U.S. Patent was awarded in 
2004. 
 

Using the SIDER Damage Detection Technique to Inspect the M-80 Stiletto Stealth Hull 
Researcher:  Professor Colin P. Ratcliffe 

Sponsor:  Naval Surface Warfare Center, Carderock Division (NSWC-CD) 
 

The M-80 Stiletto is a proof of concept hull for use in littoral and riverine warfare. When compared with 
convention hulls, the M80 offer higher speeds, improved stability, smoother ride quality, reduced signature, 
increased payload fraction and the elimination of hull speed limit by reducing wake. The hull has 3 distinct 
elements: Central displacement section; Planing tunnels; and Skirts. The planning tunnels were the focus of the 
experimental investigation conducted for this research. The tunnels give both hydrodynamic and aerodynamic lift on 
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two independent planing surfaces, giving high speed “aeroplaning” and an enhanced Lift/Drag ratio. The hull is 
approximately 80 feet long, 40 feet wide and with a 3 foot draft. It is capable of more than 50 knots in confined 
waters. The hull was manufactured by Knight & Carver in San Diego. Just immediately prior to launch, the two 
starboard planning tunnels were inspected by the researchers using the SIDER damage detection method in order to 
assess the structural quality of manufacturing. Stiletto SIDER inspection created some unique challenges because 
the tunnel surfaces were concave, with a complex 3D geometry. Also the hull could not be marked with chalk lines, 
which is part of the standard SIDER procedure. Procedures were developed to overcome these problems, and 
included using IGES files in Rhino software to develop a floor-level transformed test grid, which was then 
transferred to the hull sing laser levels. The SIDER results found that overall quality was very good, with only three 
anomalous areas (one area in the outboard tunnel, and two areas in the inboard tunnel) being located. These 
anomalous areas may represent damage or lower-grade manufacture, acceptable structural stiffness variability in the 
structure, or unacceptable structural stiffness variability in the structure. The designer and manufacturer were to use 
the SIDER results to determine whether additional testing and/or repairs were necessary. 
 

Sensitivity Analysis of SIDER 
Researcher:  Professor Colin P. Ratcliffe 

Sponsor: Naval Surface Warfare Center, Carderock Division (NSWC-CD) 
 

SIDER requires testing at discrete points across the surface area of a large structure. The time taken for data 
acquisition and analysis is almost proportional to the number of test points. Therefore, it is desirable to minimize the 
number of test points. However, the sensitivity of the procedure to identify damage reduces if the test mesh is 
coarse. Previous theoretical analysis suggested that a very fine mesh would give better results. However, because of 
experimental errors, this is not the case with real structures. This project investigated the experimental sensitivity of 
the SIDER method to test mesh size. An 8-foot x 8-foot x 6 inch glass/epoxy skinned, foam core panel was SIDER 
inspected with a very fine mesh. A 28-pound steel ball was then dropped on the panel to create localized damage. 
The panel was then re-inspected with SIDER. Mesh size was adjusted by sub-sampling the test data, and the results 
were used to create empirical guidelines for mesh test size. 

 
Naval Academy Electromagnetic Railgun Project  

Researcher:  Assistant Professor Andrew N. Smith 
Sponsor:  Naval Surface Warfare Center, Dahlgren Division (NSWC) 

 
Railguns use a high-current, high-energy electrical pulse to accelerate projectiles to hypersonic velocities.  

Pulse forming networks that employ capacitors as the energy store are typically used to shape the required electrical 
pulse.  A significant fraction of the stored energy (25 – 40% in large caliber railguns) is converted to projectile 
kinetic energy during launch.  After the projectile exits the launcher, the balance of the energy has either been 
dissipated as heat in the circuit components or is stored in system inductance.  If an energy recovery scheme is not 
employed, the inductor energy will also be dissipated in the resistance of the active circuit components.  A circuit 
analysis has been performed in order to calculate the current profile from the PFN.  A higher fidelity solution was 
achieved by accounting for the temperature dependent resistance of the rails.  This information along with individual 
component resistance and inductance was used to calculate the distribution of energy subsequent to a single pulse.  
Detailed component heating information is important when considering the overall thermal management of the 
system.  Once this information has been obtained, the components that require external cooling can be identified, 
and an appropriate thermal management system can in turn be designed. 

 
Experimental Study of Flow Control on Low Pressure Turbine Airfoils 

Researcher:  Associate Professor Ralph J. Volino 
Sponsor:  Naval Air Systems Command  

 
 Boundary layer separation is a known problem on some modern low-pressure turbine (LPT) airfoils, due to 
the strong adverse pressure gradients created when designers impose higher loading in an effort to improve 
efficiency and lower cost by reducing airfoil count in engines.  Separation bubbles, particularly those which fail to 
close, can result in a significant loss of lift and a subsequent degradation of engine efficiency.  The problem is 
particularly relevant in aircraft engines.  Airfoils optimized to produce maximum power under takeoff conditions 
may still experience boundary layer separation at cruise conditions, due to the lower density and therefore lower 
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Reynolds numbers at altitude.  A component efficiency drop of 2% may occur between takeoff and cruise conditions 
in large commercial transport engines, and the difference could be as large as 7% in smaller engines operating at 
higher altitudes.  In the present study, a turbine cascade will be set up in a wind tunnel and flow control devices will 
be tested on the airfoils to promote boundary layer transition to turbulence and suppress separation.  Dimples 
machined into the airfoils are the first anticipated device to be tested.  Designs will also be made to add unsteady 
wakes to the experimental facility to better simulate turbine engine conditions.  Unsteady film cooling may also be 
considered as part of the study. 
 

Surface Roughness Effects on Frictional Drag and Turbulent Boundary Layer Structure 
Researchers:  Associate Professor Ralph J. Volino, Professor Karen A. Flack, 

and Associate Professor Michael P. Schultz (Naval Architecture and Ocean Engineering Department) 
Sponsor:  Office of Naval Research (ONR) 

 
In turbulence research, a great deal of attention has been given to the “canonical” smooth wall, zero 

pressure gradient boundary layer.  Smooth wall boundary layer studies far outnumber rough wall studies.  While the 
smooth wall studies have provided a basis of understanding turbulent wall flows, in most engineering applications, 
surface roughness is present (i.e. ship hulls, atmospheric boundary layers, turbomachinery). It is, therefore, of 
interest to gain a better physical understanding of these flows.  The goal of the proposed research is to do this by 
documenting fully-developed turbulent boundary layers on a range of rough surfaces.  From this, the similarity of 
both the mean velocity and turbulence structure on rough and smooth walls can be critically evaluated.  Detailed 
measurements of the roughness topography will allow roughness scaling parameters for the prediction of skin-
friction drag at full scale to be developed.  Practical payoffs of this research to the U.S. Navy would include: Provide 
data for more refined turbulence models to be developed for prediction of ship resistance; Develop and evaluate 
roughness correlations for skin-friction drag based on measurements of roughness topography; Allow more sound 
economic decisions regarding hull cleaning and drydocking to be made.  Measurements of rough and smooth wall 
boundary layers have been made using Laser Doppler Velocimetry and Particle Image Velocimetry in water tunnel 
facilities.  Turbulence statistics, spectra and spatial correlations have been computed.  Work is ongoing. 

 
Intelligent Computer Aided Instruction (ICAI) 

Researcher: Professor Chih Wu 
Sponsor:  Office of Naval Research (ONR) 

 
The Mechanical Engineering Department at the United States Naval Academy is currently evaluating a new 

teaching method which implements the use of computer software. Utilizing the thermodynamic based software 
CyclePad and CycleTalk, Intelligent Computer Aided Instruction (ICAI) is incorporated in a second Engineering 
Thermodynamics course (EM485D) for general engineering major students and an advance Energy Conversion 
Course (EM443) for mechanical engineering students. The use of the CyclePad and CycleTalk software enhances 
lectures and aids students in visualization and design.  
 

The contents of undergraduate thermodynamics courses were established long before computers existed. 
Problem assignments appearing in popular textbooks have been developed with an understanding that students will 
work them by hand. Interesting practical problems which are difficult to solve or which involve parametric studies 
are usually not assigned because the long calculation would require an unreasonable time investment by the 
students. CyclePad and CycleTalk allow users to concentrate on the fundamental engineering design principles 
without being distracted by the tedious computation and wrong input design data. As a consequence, students can do 
more comprehensive design and cover more material without necessarily devoting more study time to the course. 

 
CyclePad and CycleTalk introduce students to the concept of design as an open-ended process involving 

synthesis, analysis, and choices among design alternatives. It provides a valuable design aid by giving visualization 
of the schematic combination of a variety of thermodynamic cycles. This visualization allows the students easily to 
explode the effects that changing design parameters have on the behavior of a cycle. The approach of the CyclePad 
and CycleTalk make the learning of thermodynamic cycle design more exciting and results in more effective 
training of future designers. 
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CyclePad has been in use for eight semesters now at the U.S. Naval Academy for design homework and 
project. The experience has been a positive one. The future version of the software will incorporate modifications 
suggested by users. 

 

Independent Research 
 

Optimizing Nanofluidic Heavy Metal Chemical Analysis Devices  
Via Advanced Numerical Algorithms 

Researcher:  Assistant Professor Tristan M. Burton  
 

Miniaturized chemical devices have demonstrated the potential to outperform macroscopic devices in terms 
of speed, cost, and accuracy.  As length scales are reduced and performance increased, the mathematical capabilities 
required for model-based design must change to reflect the rich physical complexity of these systems.  In particular, 
the equations describing interfacial phenomena involve highly nonlinear forcing functions or integro-differential 
equations.  In this work, we are developing a suite of advanced numerical techniques to enable detailed 
computations of potential distribution and ion transport in nanofluidic systems designed for heavy metal analysis.  
We have recently developed a computational tool that allows for rapid solution of the 1-D Poisson-Boltzmann 
equation in cases leading to highly nonlinear forcing terms.  These cases result from large wall potentials (common 
in electrode systems, fuel cell systems, and silver halide systems) that generate exponentially growing forcing terms 
in the Poisson equation for the electrical potential distribution. The numerical method combines Chebyshev 
polynomials with coordinate stretching to resolve the spatial variation in the electric field near a charged wall.  The 
nonlinear nature of the governing equation mandates the use of an iterative solution technique.  An under-relaxation 
scheme has been implemented and numerical testing and analytical analysis indicate that the maximum magnitude 
of the under-relaxation parameter depends on both the spatial discretization technique and the form of the nonlinear 
source term.  During early iterations, the nonlinear source term plays the dominant role and a small value must be 
used for the under-relaxation parameter in order to maintain stability.  After a number of iterations, the eigenvalues 
of an iteration matrix dictate the stability criterion and a larger under-relaxation parameter can be used to provide 
faster convergence of the solution. Current efforts are focused on the transition between the different stability 
criteria to produce a code that can calculate the appropriate under-relaxation parameter during the iteration 
procedure without external intervention.  
 

Investigation of Point-Force Energy Coupling 
Researcher:  Assistant Professor Tristan M. Burton  

 
A particle equation of motion and the point-force approximation are commonly used in simulations of 

particle-laden, turbulent flow to model the two-way momentum coupling between the phases.  While the accuracy of 
the particle equation of motion has been tested in a large number of fully resolved simulations, the point-force 
approximation has not yet been validated. 

 
Since the point-force approximation is responsible for introducing the correct energy exchange between the 

fluid and particle phases, the technique must be validated in a number of simple flows to guarantee accuracy.  
Analysis of the discrete turbulent kinetic energy equation reveals that the point-force approximation introduces an 
energy exchange term and also introduces dissipation.  For accuracy, the difference between the energy exchange 
term and the dissipation from the point-force approximation should match the corresponding difference from a fully 
resolved calculation.  Current simulation efforts are focusing on a point force moving with either a constant or 
prescribed unsteady velocity through a stationary flow field.  A comparison of the results from the point force 
simulations and corresponding fully resolved simulations indicates that both the energy exchange and the dissipation 
are under-predicted in the point-force simulations.  As it is the difference between the two quantities that is most 
important, these errors help to offset one another at low particle Reynolds numbers.  However, at moderate particle 
Reynolds numbers, the error is at least 50%.  A more detailed simulation set is currently underway to more 
accurately prescribe the conditions under which the point-force approximation can be considered accurate. 
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Development of Scalar Mixing Models for Large-Eddy Simulation 
Researchers:  Assistant Professor Tristan M. Burton 

 
 A previously developed spherical-coordinate Navier-Stokes solver is being used for studies of turbulent jet 
mixing.  The code has been modified to a conical computational domain suitable for simulation of round jets, and 
scalar transport has been added to the code.  The code is being used in direct numerical simulations (DNS) at the 
U.S. Naval Academy to study the suitability of various jet inflow profiles, and in large eddy simulations (LES) at 
Johns Hopkins to evaluate scalar mixing models.  DNS efforts have demonstrated that the use of a top hat velocity 
profile leads to a delayed transition to turbulence for the round jet as compared to previous computational results.  
The delayed transition to turbulence mandates the use of a longer computational domain in order to study turbulent 
jet growth.  This leads to greater computational expense and is therefore undesirable.  The transition to turbulence in 
a simulation is due to the introduction of random fluctuations by the numerical method that can develop into 
turbulence.  However, the boundary conditions in the present code do not produce strong enough fluctuations to 
cause a transition to turbulence near the jet inflow.  Currently, an inverse tangent profile that more accurately fits 
experimental jet profiles is being implemented to determine if it produces a more rapid transition to turbulence in the 
computational domain.  

 
Production and Use of Biologically-Based Fuels for Internal Combustion Engines 

Researcher: Assistant Professor Patrick A. Caton 
 

Biologically-based fuels are one important way to increase domestic control over fuel stocks while 
reducing the net greenhouse gas emissions by engines. In particular, biologically-based fuels can be adapted for use 
in modern production automobile engines, giving them value as a transition fuel source. “Biodiesel” is a surrogate 
for petroleum-based diesel that is based on raw oil feedstocks - generally produced from soybean protein in the 
United States, but also available in the form of waste cooking oil. This on-going project is evaluating various 
production methods of biodiesel from various feedstocks and the resulting impact of these biologically-based fuels 
on performance of diesel engines. A 1/C midshipman will be carrying this research effort forward during the fall 
semester 2006. 
 

Combustion Phasing of Homogeneous Charge Compression Ignition Engines 
Researcher: Assistant Professor Patrick A. Caton 

 
Homogeneous charge compression ignition (HCCI) is a combustion strategy which has received significant 

attention recently due to its potential for high efficiency operation and very low emissions of nitric oxides (NOX). 
HCCI has typically been applied to reciprocating piston engines and can be easily adapted to conventional engines 
with minimal retrofit, depending on approach. In residual-effected HCCI, significant quantities of recently-burned 
exhaust products are re-introduced into the combustion chamber, accomplishing the required dilution. These hot 
exhaust products also raise the initial temperature sufficiently so that combustion will occur due to compression 
alone. 
 

Residual-effected approaches to HCCI are attractive due to their practicality: HCCI can be achieved by 
using something (exhaust products) which already exists in typical engines. However, using exhaust products from 
one cycle to initiate combustion on the next cycle introduces a coupling between cycles. Residual-effected 
approaches also introduce a coupling between dilution and the initial temperature: If higher initial temperatures are 
required, more hot exhaust gas must be introduced, which simultaneously increases the level of dilution. Because 
HCCI is well-modeled as a homogeneous combustion process, gradient-driven processes such as flame propagation 
or bulk mixing do not have a significant effect on HCCI combustion. Therefore, HCCI can be simulated quite well 
using zero-dimensional chemical kinetic models. While much modeling has been done of HCCI combustion in 
piston engines, few, if any modeling efforts have been focused on residual-effected approaches to HCCI. Instead, 
most modeling efforts avoid connection to a specific experimental strategy. However, the peculiarities of residual-
effected HCCI render the results of these models inapplicable. An appropriate computer model of HCCI has been 
developed and analyzed using experimental data, revealing the peculiar dependences of combustion phasing in a 
residual-effected HCCI system. These results and conclusions have been recently accepted for publication in the 
International Journal of Engine Research. 
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The Formation of Combustible Hydro-Carbon and Air Mixtures 
Researchers:  Assistant Professor Jim S. Cowart and Commander Leonard J. Hamilton, USN 

 
Research in the area of hydro-carbon and air mixture preparation is being investigated, with an interest in 

which fuel species are most likely to form a combustible mixture. Bench studies on the distillation behavior of 
hydrocarbon fuels at different pressures and temperatures (that are representative of an engine environment) are 
being conducted.  Laboratory facilities in the Mechanical Engineering Department and in the Naval Academy’s 
Chemistry Department are being used for this work since the Chemistry Department laboratories include basic 
laboratory equipment and gas chromatographs. This work has already developed into one technical paper, and more 
are expected.  In addition, this work has recently been extended to include engine experiments on the United States 
Naval Academy Gasoline CFR Engine - both during steady-state and transient (startup) engine operation. 

 
An Experimental and Modeling based Investigation  

into Post Fuel Injection Vapor Generation 
Researchers: Commander Leonard J. Hamilton, USN and Assistant Professor Jim S. Cowart 

 
 Bench fuel injection experiments were performed to investigate the levels of generated fuel vapor 
immediately after fuel injection into a closed vessel.  A synthetic fuel mixture was used consisting of six individual 
fuel components that are representative of gasoline.  Vessel (e.g. port) temperature and pressure were varied, as well 
as sample location and sample delay time after injection.  Vessel vapor space samples were collected and processed 
in a gas chromatograph in order to quantify the contribution to the fuel vapor by the various fuel components.  
Companion modeling was performed in order to evaluate two fuel vapor mixture preparation models (Raoult’s Law 
and NIST’s SUPERTRAPP).  Results indicate that approximately 1/6 to 1/3 of the injected fuel mass is in the vapor 
form immediately after fuel injection (as a function of temperature).  SUPERTRAPP modeling indicates that the 
injected fuel mass is approximately in equilibrium with 6% of the available air.  Raoult’s Law could not be adapted 
to use this small fraction of air in equilibrium with the injected fuel and thus, could not provide useful mixture 
preparation modeling. 
 

An Experimental and Modeling Investigation into the Comparative Knock and 
Performance Characteristics of E85, Gasohol and Regular Gasoline 

Researchers: Commander Leonard J. Hamilton, USN, Assistant Professor Patrick A. Caton, 
and Assistant Professor Jim S. Cowart 

 
With recent legislative mandates for more ethanol based automotive fuels, this study seeks to quantify the 

knock limited performance of ethanol blended gasolines. Gasohol (gasoline with 5% and 10% ethanol, respectively 
E5 and E10) shows modest octane improvements while E85 provides significant octane improvements with 
associated performance gains.  The tradeoffs between compression ratio, spark timing, burn characteristics and 
equivalence ratio are quantified in a CFR engine.  Detailed companion kinetic modeling will be performed in order 
to elucidate the physical effects that lead to less auto-ignition in ethanol blended automotive fuels. 
 

Convective Heat Transfer Enhancement Utilizing  
Ferromagnetic Particles and Oscillating Magnetic Fields 

Researcher: Assistant Professor Mark M. Murray 
 

A convective heat transfer enhancement technique utilizing oscillating magnetic fields and ferromagnetic 
particles suspended in a liquid is proposed.  Time varying magnetic fields are produced in the fluid channel (pipe) of 
a heat exchanger to cause the ferromagnetic particles to be attracted to the pipe wall.  The magnetic field remains 
energized long enough to attract particles to the wall and allow the heat to be transferred to the particles. The 
particles are able to quickly conduct heat directly from the wall due to their superior thermal conductivity.  The 
particles are then released back into the fluid and transfer heat into the bulk liquid.  Hydrodynamic forces and offset 
magnetic fields help ensure the removal of particles from the solid surface.  Superior heat transfer occurs because of 
the large surface area of the particles after being dispersed in the fluid.  Not only do the ferromagnetic particles 
advect heat into the bulk fluid, but they also act to disrupt the boundary layer, allowing cooler fluid to reach the high 
temperature pipe wall, increasing thermal energy transfer directly to the fluid and contributing the overall 
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improvement in heat transfer rate.  A patent application has been submitted to the U.S. Patent Office. Initial research 
utilizing an IR camera has been completed and a publication is currently in preparation. 
 

Influence of Leading Edge Tubercles on Lifting Foil Performance 
Researchers: Assistant Professor Mark M. Murray and  

Assistant Professor David S. Miklosovic (Aerospace Engineering Department) 
 

The reasons for many adaptations animals evolve are not well known.  In an aquatic environment, turning 
performance of animals is constrained by morphology with the hydrodynamic characteristics of the animal’s control 
surfaces being a major factor in determining level of performance.  Humpback whales utilize extremely mobile, 
wing-like flippers with large rounded tubercles along the leading edge for banking and turning.  This research effort 
experimentally explored the performance enhancement of leading edge proturbances or tubercles on a wing that is 
representative of a humpback whale flipper.  Two model geometries were used for comparison:  one without leading 
edge tubercles and one with representative tubercles (which give the leading edge a scalloped appearance).   Wind 
tunnel force measurements were conducted at velocities up to 230 ft/sec and Reynolds of 5.5x105 based on mean 
chord length.  The result of adding the tubercles showed significant improvements in the aerodynamic performance 
of the flipper, delaying the angle of attack at which stall develops by approximately 40%.  Maximum lift coefficient 
and minimum drag coefficient did not change significantly.  These results indicate that aerodynamic performance 
can be enhanced with tubercles present on the leading edge of a fin.  Two journal publications are currently in 
production. 

 

Trident Scholar Projects 
 

Dynamic Computer Model of a Stirling Space Nuclear Power System 
(Trident Report # 345) 

Researcher:  Midshipman 1/C Justin L. R. Langlois, USN 
Advisers:  Professor Martin E. Nelson 

and Commander David D. Myre, USN (Aerospace Engineering Department) 
 

     In this project, the components of a Stirling space nuclear power system were modeled using MATLAB® 
and Simulink® software programs. Using information provided through NASA’s Glenn Research Center, the 
Department of Energy’s Naval Reactors, and literature from previous work on nuclear space power systems, the 
architecture of the system under study in this project was developed.  The space power system was modeled to 
produce 200 kW(e) at steady state, and consisted of a fast reactor linked to Stirling power converters via two 
sodium-potassium (NaK) heat transfer loops and heat pipes. A third heat transfer loop was used to transport the 
waste heat of the Stirling converters to radiator panels. The ultimate heat sink in the model was ambient space at 4 
ºK.   
 The model in this investigation was based on combining the one group reactivity equation for the reactor 
with transient energy balances, and empirical thermodynamic relationships for the various working fluids. Steady 
state results showed the model successfully calculated the expected equilibrium values for various temperature, 
pressure, and flow rate conditions, as well as for other system parameters. Dynamic simulations were completed and 
consisted of transient excursions induced within the reactor, changes in load demand to the Stirling engines, and 
effects of the space environment.  The system showed inherent stability and load following without adding control 
systems, but this stability had limitations.  Additional work on the system continues, and protocols for future work 
are being identified.   
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Combined Effects of Pulsed Film Cooling and Upstream Wakes 
on Gas Turbine Airfoil Heat Transfer 

(Trident Report # 348) 
Researcher:  Midshipman 1/C Kristofer M. Womack, USN 

Advisers:  Associate Professor Ralph J. Volino and 
Associate Professor Michael P. Schultz (Naval Architecture and Ocean Engineering Department) 

 
The combined effects of pulsed film cooling and upstream wakes were studied in this project.  In film 

cooling, compressed air is routed around the combustion chamber of a gas turbine engine and bled through holes on 
the surface of the turbine blades.  This compressed air creates a protective film of relatively cool air that reduces the 
heat transfer between the combustion gases and the blades.  Diverting air from the combustor reduces the power and 
efficiency of the turbine, however, pulsing the air may provide equivalent or acceptable protection for the turbine 
blades with less cooling air. 

 
Previous pulsed film cooling studies have been completed with a simplified, continuous freestream flow.  

In an actual turbine, the combustion gases pass through a cascade of rotor blades and stator vanes, which interrupt 
the flow, sending wakes downstream to subsequent rows of turbine blades.  In this study, periodic wakes were added 
to the mainstream flow.  A large test plate was constructed with a row of holes through which film cooling air could 
be pulsed.  A wind tunnel provided a wall jet at a controlled velocity across the test plate.  A wake generator was 
located upstream of the test plate to simulate the effect of upstream turbine blades, so that the resulting flow field, 
film cooling effectiveness, and heat transfer could be studied. 

 
  Continuous film cooling resulted in better blade protection than pulsed film cooling at equivalent wake 

frequencies.  For the cases with a continuous freestream and the cases with lower wake frequencies, continuous film 
cooling jets blowing at half the freestream velocity provided the best protection.  For the highest wake frequency 
tested continuous film cooling jets blowing at a velocity equal to the freestream velocity provided the best 
protection.  Finally, when comparing pulse timing relative to the wake passing, there was some improvement in 
blade protection when the cooling jet was on as the wake passed over the cooling holes, however in most cases, 
differences were small. 

 
This study suggested that, for the geometry tested, continuous film cooling provides better protection for 

gas turbine blades for the same amount of cooling air. 
 

Effects of Pulsed Film Cooling on Heat Transfer and Flow 
Interactions under Simulated Gas Turbine Conditions 

(Trident Report # 333) 
Researcher:  Midshipman 1/C Sarah M. Coulthard, USN 

Advisers:  Associate Professor Ralph J. Volino and Professor Karen A. Flack 
 

Documentation of this 2004-2005 Trident Scholar project was completed.  The objective of this project was 
to determine the effects of pulsed film cooling on turbine blades.  High combustor temperatures, resulting in 
elevated turbine inlet temperatures, produce high engine efficiency.  At current operating temperatures, the turbine 
inlet temperature is above the melting point of the turbine blades.  Thus cooling the blades in the first stages after the 
combustor is essential.  Current methods for film cooling utilize a continuous stream of bleed air from the 
compressor.  This air is routed into a cavity inside each blade and bled out of holes onto the blade surface, creating a 
film of cool air.  Pulsed film cooling may reduce the amount of bleed air used, thus increasing the efficiency of the 
engine by allowing more air to flow through the combustor, while providing equivalent protection for the blades.  In 
this study, a section of a turbine blade was modeled using a plate with a row of five film cooling holes.  Coolant air 
was pulsed via solenoid valves from a plenum, while a wind tunnel provided a mainstream flow.  Temperature and 
velocity fields were measured over the blade surface with varying blowing rates of the coolant and frequencies of 
pulsing.  The film cooling effectiveness, a measure of how well the coolant protects the blade surface, was 
calculated based on the measured temperatures.  The results were compared to baseline cases with continuous 
blowing and no blowing.  The overall best case was continuous film cooling with the jet velocity one half of the 
mainstream velocity.  However, results showed that pulsing has the potential to improve film cooling effectiveness 
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for some cases with higher jet velocities.  Pulsing occurs naturally due to unsteadiness in engines, and the present 
results help to clarify its effects.  One paper was presented at the ASME Summer Heat Transfer Conference and 
published in the ASME Journal of Turbomachinery.  Two papers were presented at the 2006 ASME International 
Gas Turbine Conference.  Both have been accepted for publication in the ASME Journal of Turbomachinery. 
 

Bowman Scholar Projects 
 

Frictional Wear Performance of Al-SiC Metal Matrix Composites 
During Electromagnetic Launch 

Researcher:  Midshipman 1/C Joseph J. Koessler, USN 
Advisers:  Commander Lloyd P. Brown, USN and Assistant Professor Andrew N. Smith 

Sponsor:  Bowman Scholar Program (BSP) 
 

Aluminum Silicon Carbide metal matrix composites (Al-SiC MMCs) have been suggested as a substitute 
material for copper in electromagnetic launcher rails, as these materials have a higher yield strength with better 
frictional wear behavior while maintaining reasonable levels of electrical conductivity.  While this material meets 
strength requirements, the performance of these materials during launch is unknown.  Samples from five different 
materials, 6061-T6, A356 cast aluminum, A356 cast with 10% SiC reinforcement by volume, A356 cast with 20% 
SiC reinforcement, and A356 cast with 30% SiC reinforcement, were cut to be placed at the start up section of the 
rails in an electromagnetic launcher.  Analysis of the post-shot surface of the rails provided insight into how the 
surface and properties of the material changed during launch, giving some indication of multi-shot performance.  A 
thorough investigation of the post-shot surface using profilometry, micrographs, micro-hardness measurements, and 
Energy Dispersive Spectroscopy enabled analysis of how the rail material performed during launch. 
 
 

Monte Carlo Modeling of the DT-702 Thermoluminscent 
Dosimeter to Neutron, Gamma, and Beta Radiation 

Researcher:  Midshipman 2/C Travis Albright, USN 
Adviser:  Professor Martin E. Nelson 

Sponsors:  Bowman Scholar Program (BSP) and Naval Dosimetry Center (NDC) 
 

 In this project the response of the DT-702 TLD to neutron, gamma, and beta radiation has been investigated 
with radiation transport codes and then these results compared to available experimental data.   The DT-702 will 
shortly become the primary-use TLD in the Navy.  However, its response to radiation needs to be better understood 
in order to improve its performance. This project will build on a previous Bowman project which studied the DT-
702 response to Kr-85 and Sr-90/Y-90 beta sources.   In that study, three independent chip response ratios were 
obtained using the Monte Carlo Neutron Photon (MCNP) Transport Code, of which version 5 is available in the 
Naval Academy’s nucleonics lab.  An internship will be performed at the Naval Dosimetry Center during July-
August 2006 in order to collect technical information for the project. An EM495 independent study will be 
undertaken in the Fall Semester of the AY07 in which Monte Carlo neutron transport code MCNP modeling will be 
performed. 
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Midshipman Research Course Projects 
 

An Investigation into the Onset of Engine Knock Using Regular 
And Premium Grade Gasoline 

Researcher:  Midshipman 1/C Matthew J. Minck, USN 
Advisers:  Assistant Professor Jim S. Cowart and Commander Leonard J. Hamilton, USN 

 
Engine knock, which is caused by high in-cylinder pressures leading to spontaneous ignition in spark-

ignition internal combustion engines, is a problem that prevents maximum torque and power to be achieved from a 
spark ignition engine at low-speeds and high load problem.  This study seeks to manipulate the spark timing of 
internal combustion engines set at given compression ratios with the two types of widely available automobile fuel:  
regular and premium grade gasoline in order to determine if the onset of knock can be delayed to obtain maximum 
performance from spark ignition internal combustion engines.  
 

An Investigation into the Onset of Knock in a CFR Engine 
Researcher:  Midshipman 1/C Matthew J. Minck, USN 

Advisers:  Commander Leonard J. Hamilton, USN and Assistant Professor Jim S. Cowart 
and Assistant Professor Patrick A. Caton 

 
Internal combustion engine knock has limited compression ratios of spark ignition engines for most of the 

history of gasoline engines.  This limitation continues to exist today.  While knock is generally a low engine speed, 
high load phenomenon, this operating condition is infrequently used by many vehicle operators, and if the engine is 
brought to this operating condition generally little time is spent in this knock prone condition.  This study seeks to 
investigate the transition into knock due to throttle changes from part to full load.  The experimental results using a 
CFR engine operating on iso-octane fuel show that knock is delayed by at least one high load engine cycle after the 
throttle is opened.  Optimization of spark timing to account for this effect provides for the best increase of engine 
load without audible knock occurring.  Detailed analysis of the data with companion modeling strongly suggests that 
lower peak cylinder pressures from the cycle before the first Wide Open Throttle (WOT) cycle contribute to a cooler 
first WOT cycle charge temperature that hinders knock occurrence. 

 
SAE Frame Design and Stress Analysis with Finite Element Analysis Software 

Researcher:  Midshipman 2/C Anthony Innamorato, USN 
Adviser:  Commander Leonard J. Hamilton, USN 

 
The purpose of this study was to design and test a frame for a racecar using finite element analysis 

software.  The goal for the frame was to achieve a torsional rigidity of 2000 ft-lbs/deg, and weigh less than 60 lbs.  
Two software packages were used: I-DEAS and Visual Analysis.  Using the theories of triangulation and structural 
sidepods, three frames were designed each with different characteristics.  Two designs were tubular space frames 
intended for 10 in. and 13 in. wheels.  The third was a semi-monocoque frame which utilized carbon fiber panels as 
stiffening members.  From a manufacturing and cost standpoint, the best design was the tubular space frame with 13 
in. wheels.  Visual Analysis predicted a torsional rigidity of 2223.5 ft-lbs/deg and a weight of 37.3lbs. 
 

Tactical Folding Knife Optimized for Military Use 
Researcher:  Midshipman 1/C John V. Ruggiero, USN 

Adviser:  Associate Professor Peter J. Joyce 
 

 The goal of this project was to design, prototype, test, and build a tactical folding knife with a versatile 
locking mechanism and more effective clip system.  The knife was designed so that when it was closed, a secondary 
feature of the blade protruded from the top.  This protusion can be used for prying and striking operations and was 
also designed to have aguarded cutting surface to be used to cut cord and cloth.  The kinematics of the protusion 
necessitated the design of a novel locking mechanism.  The locking mechanism is designed to rest in the vertical 
position (aided by a spring) and to allow the blade with prying protusion to rotate into place.  The lock rotates about 
its axis against the force of the spring as the blade is opened.  When the blade is fully opened, the spring pushes the 
lock upward and the shape of the lock mates with the bottom of the prying protusion.  ATS-34 and BG-42 were 
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selected as the blade steels for their excellent hardenability, corrosion resistance, and reputation within the industry.  
Titanium was selected as the handle frame material for its strength and low density.  Both blade steel and titanium 
were used to make locking mechanisms.  Prototyping was performed first in computer simulation models, then using 
a 3D printer, and finally using a wire EDM machine.  The computer simulations were used to modify the knife parts 
for correct geometry and kinematics.  The rapid prototype from the 3D printer proved that the concept was feasible 
and pointed out many dimensioning issues that needed to be corrected.  The EDM prototype pointed to the 
manufacturability and operability of the knife and was the first official prototype to include the clip system.  The 
EDM prototype also demonstrated the difficulty of achieving acceptable lock fit with hard materials as well as with 
finding an adequate spring to secure the locking mechanism.  Difficulty was also encountered in achieving the 
desired initial pressure on the pocket clip, although the basic concept of the clip system did prove feasible.  All 
aspects of this knife design have been shown to be feasible and advantageous to the strength and utility of a tactical 
folding knife.  However the locking mechanism and clip system still have problems with fit and function that need 
to be remedied before operational use of the knife.  This project led to the submission of a provisional patent 
application (S/N 60/751,618) on 08 December 2005. 
 

Property and Structure Evaluation as a Function of Processing Parameters: 
Large HY-80 Steel Castings for U.S. Navy Submarines 

Researcher:  Midshipman 1/C Steve Funni, USN 
Advisers:  Professor Angela L. Moran and Assistant Professor Michelle G. Koul 

Sponsors: Office of Naval Research (ONR), Naval Sea Systems Command PMS392, 
Naval Surface Warfare Center, Carderock Division (NSWC-CD) 

 
  Prior work on a failed HY-80 submarine casting indicated that the as-received material showed a non-
homogenous microstructure.  Two distinct microconstituents were present: untempered martensite and a layered 
martensite-ferrite structure.  Additionally, the as-received material had an impact transition temperature range 
between 15°F and -75°F.  The higher part of the transition range enters into possible operating conditions and is 
disagreement with acceptable values for properly processed HY-80 material.  Results indicated that it is likely the 
presence of the hard, brittle untempered martensite phase that results in low measured toughness values.  Laboratory 
heat treatments were designed to mimic scenarios that could occur in the commercial furnace due to improper 
temperature control.  In order to further examine the relationship between microstructure and properties, this effort 
involves further investigations into the effect of time at intercritical temperatures.  This additional work is warranted 
by laboratory heat treatment results from a prior study that successfully simulated the failed casting microstructures.  
It was determined that the intercritical microstructure could be developed in very short times (0.5h) and that 
acceptably low hardness was not a good indication of acceptable toughness. 
 

Stereo-Sectioning of Steels to Correlate Fracture Path with Microstructure  
Researcher:  Midshipman 1/C Steve Funni, USN 

Advisers:  Professor Angela L. Moran and Assistant Professor Michelle G. Koul 
Sponsors:  Office of Naval Research (ONR) and Naval Surface Warfare Center, Carderock Division. (NSWC-CD) 

 
 Stereo-sectioning involves a combination of optical metallography and scanning electron 
microscopy/fractography.  The sample is cross-sectioned to expose the fracture path, mounted, polished and etched 
as in optical microscopy but the observed in the SEM so that the fracture path and underlying microstructure are 
examined concurrently.  Done correctly this technique undeniably correlates the poorly performing phases to the 
fracture path on the failed surface. This project would provide for development of stereo-sectioning capabilities here 
at USNA.  Benchmarks for its use will be established through analysis of two different steels: intercritical HY80 
impact specimens and hydrogen embrittled 15-5PH steel rising step load specimens. 
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Compact Hydrogen Storage for a Diver Heater 
Researcher:   Midshipman 1/C Ross A. Penrod, USN 

Adviser:   Professor Keith W. Lindler 
Sponsor:  Naval Surface Warfare Center (NSWC) 

 
 Metal hydrides provide a safe and compact way to store hydrogen.  When pressurized hydrogen is exposed 
to the metal hydrides, the ensuing reaction stores the hydrogen in the bonds of the metal hydrides.  When heated, the 
hydrogen is released as a gas.  This hydrogen can then be combined with oxygen in the presence of a catalyst to 
provide an efficient energy source for heating water.   
 
 The current study determined the performance of heating water by reacting oxygen with hydrogen released 
from a metal hydride storage container and using the energy produced from this reaction to heat water.  The goal 
was to produce 2 kW of power from the hydrogen/oxygen reaction.  This value was established as the amount of 
heat necessary to provide whole-body heat to 6 divers in 0oC water. 
 
 To test this, a catalyst bed was constructed in which the hydrogen and oxygen were reacted under different 
flow rates while the heat rate and efficiency were measured.  Data taken could be used to establish trends that will 
ultimately be used to develop an underwater heater apparatus powered by hydrogen stored in metal hydrides to be 
used by Navy Divers in cold water applications.    
 

Metal Hydride System for Diver Cooling 
Researcher:  Midshipman 1/C B. R. Zmitrovich, USN 

Adviser:  Professor Keith W. Lindler 
Sponsor:  Naval Surface Warfare Center (NSWC) 

 
 This study closely follows previously published works investigating the viability of metal hydrides in a 
cooling system for combat swimmers.  Using three different commercially available metal hydrides, two types of 
experiments were conducted to observe their cooling capacities in a system and their pressure response to various 
temperatures. 
 
 The data from the first set of experiments indicates that using two metal hydrides in a cooling system is 
practicable, but the particular hydrides used in the experiment are not the optimal alloys for this purpose.  Even 
under the best conditions, nearly 80 kg of hydride are required.  A better pair of alloys may be selected which satisfy 
the cooling requirement with much less hydride. 
 
  The data from the second set of experiments explores the absorptive and desorptive curves of each of the 
three metal hydrides and provides some qualitative insight into the relationship between the temperature of the 
hydride and the pressures at which it absorbs or releases hydrogen gas. 
 

MIDN:  A Spacecraft Microdosimeter Mission 
Researchers:  Midshipman 1/C J. D. Brown, USN, and Midshipman 1/C P. C. Acox, USN 

Advisers:  Professor Martin E. Nelson and Visiting Professor James F. Ziegler (Aerospace Engineering Department) 
Sponsor:  Naval Air Warfare Center  

 
MIDN (MIcroDosimetry iNstrument) is payload for use of the MidSTAR-I spacecraft (Midshipmen Space 

Technology Applications Research).  It is a solid state system, which will be designed and constructed to measure 
microdosimetric spectra to determine radiation quality factors for Space environments.  Radiation is a critical threat 
to the health of astronauts and the success of missions in low-earth orbit and space exploration. MIDN will consist 
of three separate sensors, one external to the spacecraft, one internal, and one embedded in polyethylene. Design 
goals are mass < 3 kg, power < 2 W.  The MidSTAR-I mission in 2006 will provide an opportunity to evaluate a 
preliminary version of this system.    
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Technical Assessment of a Gamma Ray Spectrometer 
On the Spartan Unmanned Surface Vessel (USV) 

Researchers:  Midshipman 1/C Sean Trombley, USN, Midshipman 1/C Christopher Prescott, USN, 
Midshipman 1/C Brent Schneider, USN, and Midshipman 1/C Shane Bobbe, USN 

Advisers:  Professor Martin E. Nelson and Professor Mark J. Harper 
Sponsor:  Defense Threat Reduction Agency (DTRA) 

 
In order to design an effective method of detecting nuclear material for use on the SPARTAN vessel, a 

mathematical model of the effectiveness of the gamma ray spectroscopy system (i.e., ORTEC Detective) was 
produced.  Based on research of a likely nuclear material (i.e. plutonium), common shipping vessels, and tabulated 
attenuation coefficients, calculations using both deterministic and probabilistic methods were made on the 
theoretical detector response.  When the ORTEC detector was compared with background radiation, it was decided 
that the ORTEC detector is reliable to detect high energy gamma rays from the plutonium when located above the 
ship’s waterline,  though it is not capable of detection if the plutonium is located below the ship’s waterline.  It was 
concluded that measures should be taken to increase the detection efficiency to overcome this problem, such as the 
the use of multiple detector sensor arrays or a telescoping extension arm attached to the SPARTAN.  

 
Evaluation of Unmanned Surface Vehicles for the Detection of 

Special Nuclear Material – The Use of a Portable Electron 
Accelerator to Deactivate Electronic Devices 

Researcher:  Midshipman 2/C Paul Lyne, USN 
Advisers:  Professor Martin E. Nelson and Professor Mark J. Harper 

Sponsor:  Defense Threat Reduction Agency (DTRA) 
 

 In this project an unmanned surface vehicle (USV) called the Fire Scout, which is under joint development 
by the Army and the Navy, will be evaluated in its effectiveness to perform surveillance and reconnaissance.  
Emphasis will be placed on radiation detection and measurement related to nuclear fuel cycle activities using the 
Aerial Radiological Detection, Identification and Mapping System (ARDIMS) that has been integrated into the Fire 
Scout Payload.  The project will involving researching current capabilities that presently exist for the mapping of 
ground radiation contamination and using transport codes to determine the Minimum Detectable activity (MDA) 
that the system could be expected to provide versus flight altitude and flight profile.  Midshipman Lyne will serve as 
the Special Nuclear Material Internship, which will be conducted in May-June 2006 time frame.  As part of these 
internships, visits will be conducted to DTRA HQ at Fort Belvoir, VA NucSafe in Knoxville, Tennessee, Remote 
Sensing Lab at Nellis AFB in Los Vegas, Nevada, and NGIS in San Diego, California.  An independent study 
project and a capstone design project by a group of 1/C Midshipmen will be conducted in the 2006-2007 AY. 
  

Testing the Effects Reuse and Changes in External Conditions 
On the Radiation Dosimeter 

Researcher:  Midshipman 1/C Juan Torres, USN 
Adviser:  Professor Martin E. Nelson 

Sponsor:  Naval Dosimetry Center (NDC) 
 

In this project a sample population of thermoluminiscent dosimeters (TLD) cards and one Thermo-Electron 
8800 TLD card reader were evaluated in experimentsconducted at the Naval Dosimetry Center, Bethesda, MD.  The 
experiments conducted were 1) Measurement and analysis of the variation in card readout when the card is subjected 
to zero, one and two annealing processes before readout, 2) Measurement and analysis of the variations in card 
readout when the Reader Calibration Factor is changed in the Database, 3) Measurement and analysis of the 
variations in card readout when the TLD is positioned incorrectly in the holder and subjected to a neutron source, 4) 
Analysis of the propagation of error when the Element Correction Coefficient is determined for a group of cards and 
the subsequent calibration of the Reader using the same group of cards, and 5) analysis of the variation in card 
readout as External Temperature is changed.  
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Publications 
 

Journal (Refereed) Manuscripts 
 
 

COULTHARD, Sarah M., (Trident Scholar 2005), VOLINO, Ralph J., Associate Professor, and FLACK, Karen A., 
Professor, “Effect of Unheated Starting Lengths on Film Cooling Experiments,” ASME Journal of Turbomachinery, 
Vol. 128, pp. 579-588, July 2006. 
 

The effect of an unheated starting length upstream of a row of film cooling holes was studied 
experimentally to determine its effect on heat transfer coefficients downstream of the holes.  Cases with a 
single row of cylindrical film cooling holes inclined at 35 degrees to the surface of a flat plate were 
considered at blowing ratios of 0.25, 0.5, 1.0 and 1.5.  For each case experiments were conducted to 
determine the film cooling effectiveness and the Stanton number distributions in cases with the surface 
upstream of the holes heated and unheated.  Measurements were made using an infrared camera, 
thermocouples, and hot and cold wire anemometry.  Ratios were computed of the Stanton number with film 
cooling (Stf) to corresponding Stanton numbers in cases without film cooling (Sto) but the same surface 
heating conditions.  Contours of these ratios were qualitatively the same regardless of the upstream heating 
conditions, but the ratios were larger for the cases with a heating starting length.  Differences were most 
pronounced just downstream of the holes and for the lower blowing rate cases.  Even 12 diameters 
downstream of the holes the Stanton number ratios were 10 to 15% higher with a heated starting length.  
The differences in Stanton number distributions are related to jet flow structures which vary with blowing 
rate. 

 
COWART, Jim S., Assistant Professor, “Post-combustion In-cylinder Fuel Vaporization During Cranking and 
Startup in a Port-fuel-injected Spark-ignition Engine,” Journal of Engineering for Gas Turbines and Power, Vol. 
128, pp. 397-402, April 2006. 
 

Experiments were performed on a port-fuel-injected spark-ignition engine in order to quantify emerging in-
cylinder fuel vapor post-combustion and before exhaust during engine startup.  It is believed that this fuel 
vapor is evaporating from cylinder surfaces and emerging from cylinder crevices.  A fast in-cylinder 
diagnostic, the Fast Flame Ionization Detector (FFID), was used to measure this behavior.  Substantial 
post-combustion fuel vapor was measured during engine startup.  The amount of post-combustion fuel 
vapor that develops relative to the in-cylinder pre-combustion fuel charge is on the order of one for cold 
starting (0 C) and decreased to 1/3 for hot starting engine cycles.  Fuel accounting suggests that the intake 
port puddle forms quickly, over the first few engine cranking cycles. Analysis suggests that sufficient 
charge temperature and crevice oxygen exists to at least partially oxidize the majority of this post-
combustion fuel vapor, such that engine out hydrocarbons are not excessive.   

 
FLACK, Karen A., Professor, Connelly, J.S., and SCHULTZ, Michael P., Associate Professor (Naval Architecture 
and Ocean Engineering Department), “Velocity Defect Scaling for Turbulent Boundary Layers with a Range of 
Relative Roughness, Experiments in Fluids, Vol. 40, pp. 188-195, 2006. 
 

Velocity profile measurements in zero pressure gradient, turbulent boundary layer flow were made on a 
smooth wall and on two types of rough walls with a wide range of roughness heights.  The ratio of the 
boundary layer thickness (x) to the roughness height (k) was 16 ≤ x/k ≤ 110 in the present study, while the 
ratio of x to the equivalent sand roughness height (ks) ranged from 6 ≤ x/ks ≤ 91.  The results show that the 
mean velocity profiles for all the test surfaces agree within experimental uncertainty in velocity-defect form 
in the overlap and outer layer when normalized by the friction velocity obtained using two different 
methods.  The results provide evidence that roughness effects on the mean flow are confined to the inner 
layer, and outer layer similarity of the mean velocity profile applies even for relatively large roughness. 
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FLACK, Karen A., Professor, COULTHARD, S. M, (Trident Scholar 2005), and VOLINO, Ralph J., Associate 
Professor, “Effect of Jet Pulsing on Film Cooling, Heat Transfer Results,” ASME Journal of Turbomachinery, 
accepted for publication.  
 

Pulsed film cooling was studied experimentally to determine its effect on film cooling effectiveness and 
heat transfer.  The film cooling jets were pulsed using solenoid valves in the supply air line.  Cases with a 
single row of cylindrical film cooling holes inclined at 35 degrees to the surface of a flat plate were 
considered at a variety of blowing ratios, pulsing frequencies and duty cycles.  Temperature measurements 
were made using an infrared camera and thermocouples.  The plate was equipped with constant flux surface 
heaters, and data were acquired for each flow condition with the plate both heated and unheated.  The local 
film cooling effectiveness, Stanton numbers, and heat flux ratios were calculated and compared to baseline 
cases with continuous blowing and no blowing.  Pulsing tends to increase Stanton numbers, and the effect 
tends to increase with pulsing frequency and duty cycle.  Overall heat flux ratios also show that pulsing 
tends to have a detrimental effect with some exceptions at the highest frequencies.  The best overall film 
cooling was achieved with continuous jets and a blowing ratio of 0.5.  The present results may prove useful 
for understanding film cooling behavior in engines, where mainflow unsteadiness causes film cooling jet 
pulsation. 

 
GRAHAM, Stephen M., Assistant Professor, (co-author), “Application of the Reference Temperature to the 
Evaluation of Cleavage Fracture in HSLA-100 Steel,” Journal of ASTM International, Vol. 3, Issue 5, On-Line, 
May 2006. 
 

The purpose of this study was to evaluate the fracture behavior of HSLA-100 steel at a temperature of -
40°C (-40°F).  Tests were conducted on three different compositions and two orientations of HSLA-100.  
HY-100 was also tested to provide a baseline for comparison. Various fracture-related tests were 
conducted, including traditional test methods, such as the Charpy V-Notch and the Dynamic Tear, and 
more recent methods, such as ductile crack growth initiation (JIc) and the Reference Temperature.  
Transition temperatures from the Charpy tests were all very similar, falling around –129°C (-200°F), 
although the upper shelf Charpy energy for the HY-100 was lower than the HSLA-100 steels.  Dynamic 
Tear energies at –40°C for the four steels ranged from 800 J to 1800J.  The average reference temperature 
of all four steels was around –151°C (-240°F), with one composition of HSLA-100 coming in as low as –
179°C (-290°F) and another as high as -123°C (-190°F).  Fracture toughness tests were conducted 
according to E1820 at temperatures of -40°C, -29°C and -18°C.  These temperatures were more than 83°C 
above the highest of the reference temperatures, so cleavage fracture was not expected to occur.  The HY-
100 specimens exhibited an average initiation toughness of 227 kJ/m2 (1296 lb/in.) and crack growth 
remained ductile throughout the tests.  Even though the HSLA-100 exhibited initiation toughnesses more 
than twice as high as the HY-100, many of the tests terminated in cleavage fracture after amounts of ductile 
crack growth varying from zero to 1.85 mm (0.073 in.).   This was an unexpected result based on good 
Charpy and Dynamic Tear energies at –40°C, and low reference temperatures.  The higher initiation 
toughness and tearing resistance of HSLA-100 allowed very high stresses to develop in the fracture process 
zone.  As ductile crack growth occurred, the fracture process zone swept through an increasing volume of 
metal, which increased the probability of cleavage fracture.  It is shown that the load required to reach these 
levels of crack driving force may be above gross section yielding of a typical structure.  In this case failure 
by yielding would occur before fracture.  This is demonstrated with the aid of a Failure Assessment 
Diagram. 

  
GRAHAM, Stephen M., Assistant Professor, “Application of the Normalization Method to Dynamic Fracture 
Toughness Testing of Alloy 718,” Journal of ASTM International, Vol. 3, Issue 6, June 2006. 
 

The fracture toughness and tensile properties of Alloy 718 were measured at quasi-static and dynamic 
loading rates for two different heat treatments and two product forms.  Two different methods for 
conducting the dynamic tests were investigated; one involving interrupted tests and the other utilizing a 
single impact.  The interrupted test method used multiple impacts with displacement limits to enable 
measurement of crack lengths at intermediate points.  The Normalization Method was used to generate 
tearing resistance curves for the dynamic tests following the guidelines in E1820.  The analysis pointed out 



 24

the importance of obtaining a good measurement of load, displacement and crack length at the point of 
maximum displacement (the anchor point).  As the amount of ductile crack extension increased, the 
uncertainty in the plasticity function fit also increased.  Methods to improve the fit were investigated, 
including the addition of anchor points from multiple tests, and use of a tangency point to estimate 
initiation.  The resulting curves are compared to ascertain the variability obtained from nominally identical 
specimens, and to evaluate the effect of loading rate on the plasticity function.  The Normalization tearing 
resistance curves are compared with curves generated from the interrupted tests using compliance 
measurements during unloads to determine crack extension.  Good agreement was obtained between the 
two methods of measuring tearing resistance, thereby validating the Normalization analysis.  The tests 
showed that multiple impacts drive down the tearing resistance, which may be significant in applications 
where a dynamic event causes load fluctuation. 
 

JOYCE, James A., Professor, “Determination of Constraint Limits for Cleavage Initiated Toughness Data,” 
Engineering Fracture Mechanics, Vol. 72, (2005), pp. 1559-1579. 
 

The proper constraint limits for cleavage initiated toughness data within the ductile-to-brittle transition 
regime have been studied extensively using both numerical analysis and analysis of experimental data.  
Historically, the experimentally based constraint limits have supported less conservative limits.  This study 
conducts analysis of existing and new experimental data developed using data sets targeted to exhibit 
constraint-loss toughness enhancement.  Constraint herein is quantified in terms of the scaled specimen 
deformation level, more commonly known as M.    It is expected that data with low M values will exhibit 
the greatest affect of constraint loss.  Large data sets are therefore developed and extracted from the 
literature that include data with a large range of M levels and at least the required number of uncensored 
results with M > 30 for valid To measurement as per ASTM E1921-02.  Differences in the calculated To 
values using censoring limits of 5 to 500 are then determined.  The onset of Tlim differences due to 
constraint loss is examined by simply increasing the censoring limit, Mlim, utilized in determining the 
indexing temperature, Tlim, and evaluating differences between To and the Tlim values obtained using higher 
constraint limits.  The bias effect implicit in this process is examined using a Monte-Carlo analysis and 
shown to be small. Measurement of a high constraint To in bend specimens is shown to require Mlim > 200.  
As Mlim increases from 30 to 200 in bend specimens, the corresponding Tlim can increase by 15oC.  Further 
increases in Mlim do not result in substantial increases in Tlim.   This evolution buttresses previous numerical 
findings by Dodds and co-workers [1-3] and provides a strong justification for changes to ASTM E1921-02 
if a conservative, geometry insensitive, and transferable reference temperature, To, is to be determined 
using this standard. 

 
JOYCE, James A., Professor, “On Setting testing Rate Limitations for the Master Curve Reference Temperature, To, 
of ASTM E1921”, Journal of Testing and Evaluation, Vol. 34, March 2006,  www.astm.org  
 

Tests conducted to identify the ductile to brittle transition in ferritic steels have historically been conducted 
at elevated loading rates since it was understood that this transition was very dependent on the loading rate.  
By testing at an elevated loading rate, the researcher identified an upper bound transition temperature 
which could be expected to be conservative for most structural applications.   In the development of the 
Master Curve procedure and the To reference temperature of ASTM E1921, Standard Test Method for 
Determination of Reference Temperature, To, for Ferritic Steels in the Transition Range,  allowable test 
rates were restricted to the "quasi-static" regime typical of elastic-plastic fracture toughness standards like 
E1290 and E1820.  Since this standard was developed primarily for nuclear pressure vessels in which even 
a pressurized thermal shock event results in relatively slow loading rates because of the large size of the 
structures involved, the limitation to rather slow loading rates was not considered to be important.  The 
loading rate allowed by E1921-03 encompasses approximately two orders of magnitude for dK/dt with 
dK/dt ≈ 1.0 MPa√m/s, but the standard has not required the direct measurement of the loading rate or the 
reporting of the actual loading rate.  The expectation is that for such a "quasi-static" loading rate the 
resulting To is not strongly dependent on the loading rate, and the result can be used in "quasi-static" 
applications without adjustment for the likely difference between test and application loading rates.  
Recently Hall and Yoon[1] and Wallin[2] have reported results that appear to show that tests conducted 
over the range of loading rates allowed by E1921 can result in difference in the resulting reference 
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temperature of 30 to 50oC.  Wallin  has suggested [3] reducing the allowable range of testing to a very 
narrow factor of 4 centered on dK/dt = 1.0 MPa√m/s, or requiring a correction procedure to account for the 
test machine rate used. 

 
Based on the experimental work presented in this paper, and work of Hall and Yoon [1], a revision to 
E1921 was recently approved by ASTM that reduces the allowable testing range from 2 orders of 
magnitude to effectively a range of 20, with a target test rate of dK/dt ≈ 1.0 MPa√m/s with the allowable 
range from dK/dt ≈ 0.1 MPa√m/s to dK/dt ≈ 2.0 MPa√m/s.  Work is continuing in the E08.08.03 Task 
Group to develop a high loading rate procedure for E1921, so that tests can be conducted at the rate of 
interest for the application.   

 
In this work data is developed that shows that the E1921-02 range is  too generous, but it also implies that 
narrowing the present allow range by a factor of 5 from 100 to 20 is adequate to obtain a To measurement 
that is insensitive to the loading rate within 10oC. 
 

KOUL, Michelle G., Assistant Professor, HOLTHAUS, John, Ensign, USN, MORAN, Angela L., Professor, 
“Property and Microstructure Evaluation as a Function of Processing Parameters: Large HY-80 Steel Casting for a 
U.S. Navy Submarine”, Engineering Failure Analysis, Vol. 13, December 2006, pp. 1397-1409. 
 

The suspected cause of failure of a large HY-80 steel submarine casting is improper processing techniques.  
Samples from the failed component were evaluated using hardness and impact tests as well as optical and 
electron microscopy to determine microstructure and mechanical properties.  Results were compared to 
required military specifications for the part.  Additional HY-80 samples were processed via different heat 
treatments using furnaces at USNA to evaluate the role of thermal processing in the microstructural 
development and resulting mechanical properties. Testing similar to that performed on the failed 
component will be performed on the newly processed castings.  The goal of this paper was to isolate the 
processing parameters that can result in the microstructure observed in the failed HY-80 casting, and to 
clarify the processing windows that will result in HY-80 steel that meets Navy specifications for large 
submarine castings 
 

LINK, Richard E., Associate Professor, “Analysis of Dynamic Fracture and Crack Arrest of an HSLA Steel in an 
SE(T) Specimen,” Journal of ASTM International, Vol. 3, No. 1, January 2006. 
  

A single edge notch tension, SE(T), specimen was used to measure the dynamic fracture toughness and the 
crack arrest toughness of a tough HSLA steel in the ductile-brittle transition region.  The SE(T) specimen 
was considerably smaller (W=152 mm) than wide-plate specimens that have been typically used in other 
crack arrest tests.  A thermal gradient was applied across the ligament of the specimen to facilitate a brittle 
crack initiation in the low temperature region of the specimen.  The cleavage crack propagated into warmer 
and, consequently, tougher material which led to crack arrest.  Transient, three-dimensional, finite element 
analyses of the tests were performed to determine the dynamic fracture and crack arrest toughness of the 
steel.  The analyses employed both linear elastic and visco-plastic constitutive models.  Dynamic strain 
measurements recorded during the run-arrest event were used to determine the crack tip position as a 
function of time during the event.  This information was used as a boundary condition for the analysis.  The 
measured strains were compared with strains predicted by the finite element analysis to validate the model.  
The dynamic response of the specimen, the effect of crack speed on the driving force and the evolution of 
crack tip plasticity during the run-arrest event are discussed. 

 
MORAN, Angela L., Professor, CONNOLLY, Brian J., Research Assistant and KOUL, Michelle G., Assistant 
Professor, “A Comparison Study Of Stress Corrosion Crack Growth Rates For Aa7xxx Alloys As A Function Of 
Bulk Aqueous Chloride Concentrations”, Corrosion, pp. 976-986,  October 2005. 

 
Alternative aluminum alloys are under consideration for drop-in replacement and refurbishment of 
corrosion and stress corrosion cracking prone AA7075-T6 components on aging military aircraft.  An 
assessment of new materials for refurbishment and replacement of older generation, aging components is 
necessary for a viable life extension program.  A quantitative database of stress corrosion cracking (SCC) 
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properties of old generation materials compared to currently available materials is needed as a 
guideline/justification for part replacement.  This effort evaluates AA7150-T7751 and AA7040-T7651, 
both which meet mechanical property requirements and are thought to be superior to AA7075-T6 in terms 
of corrosion performance.  Specifically, stress corrosion crack growth rates for these plate alloys were 
documented and found to be similar in various bulk aqueous chloride environments and to represent a 
significant improvement over measured rates for AA7075-T651.   

 
 

VOLINO, Ralph J., Associate Professor and BOHL, Douglas G. Research Assistant, “Experiments with Three 
Dimensional Passive Flow Control Devices on Low Pressure Turbine Airfoils,” ASME Journal of Turbomachinery, 
Vol. 128, pp. 251-260, April 2006. 
 

The effectiveness of three dimensional passive devices for flow control on low pressure turbine airfoils was 
investigated experimentally.  A row of small cylinders was placed at the pressure minimum on the suction 
side of a typical airfoil.  Cases with Reynolds numbers ranging from 25,000 to 300,000 (based on suction 
surface length and exit velocity) were considered under low freestream turbulence conditions.  Streamwise 
pressure profiles and velocity profiles near the trailing edge were documented.  Without flow control a 
separation bubble was present, and at the lower Reynolds numbers the bubble did not close.  Cylinders with 
two different heights and a wide range of spanwise spacings were considered.  Reattachment moved 
upstream as the cylinder height was increased or the spacing was decreased.  If the spanwise spacing was 
sufficiently small, the flow at the trailing edge was essentially uniform across the span.  The cylinder size 
and spacing could be optimized to minimize losses at a given Reynolds number, but cylinders optimized for 
low Reynolds number conditions caused increased losses at high Reynolds numbers.  The effectiveness of 
two-dimensional bars had been studied previously under the same flow conditions.  The cylinders were not 
as effective for maintaining low losses over a range of Reynolds numbers as the bars. 

 
VOLINO, Ralph J., Associate Professor, (co-author), “A CFD Study of Transitional Flows in Low-Pressure 
Turbines Under a Wide Range of Operating Conditions,” ASME Journal of Turbomachinery, 2006, accepted for 
publication. 
 

A transport equation for the intermittency factor is employed to predict the transitional flows in 
lowpressure turbines. The intermittent behavior of the transitional flows is taken into account and 
incorporated into computations by modifying the eddy viscosity with the intermittency factor.  Turbulent 
quantities are predicted by using Menter's two-equation turbulence model (SST). The intermittency factor 
is obtained from a transport equation model which can produce both the experimentally observed 
streamwise variation of intermittency and a realistic profile in the cross stream direction.  The model had 
been previously validated against low pressure turbine experiments with success. In this paper, the model is 
applied to predictions of three sets of recent low-pressure turbine experiments on PAK-B blade to further 
validate its predicting capabilities under various flow conditions. Comparisons of computational results 
with experimental data are provided. Overall, good agreement between the experimental data and 
computational results is obtained. The new model has been shown to have the capability of accurately 
predicting transitional flows under a wide range of low pressure turbine conditions. 

 
VOLINO, Ralph J., Associate Professor, COULTHARD, Sarah M., (Trident Scholar 2005), and FLACK, Karen A., 
Professor, “Effect of Jet Pulsing on Film Cooling, Part 1: Effectiveness and Flowfield Temperature Results,” ASME 
Journal of Turbomachinery, 2006, accepted for publication. 
 

Pulsed film cooling was studied experimentally to determine its effect on film cooling effectiveness.  The 
film cooling jets were pulsed using solenoid valves in the supply air line.  Cases with a single row of 
cylindrical film cooling holes inclined at 35 degrees to the surface of a flat plate were considered at 
blowing ratios of 0.25, 0.5, 1.0, and 1.5 for a variety of pulsing frequencies and duty cycles.  Temperature 
measurements were made using an infrared camera, thermocouples, and cold wire anemometry.  Hot wire 
anemometry was used for velocity measurements.  The local film cooling effectiveness was calculated 
based on the measured temperatures and the results were compared to baseline cases with continuous 
blowing.  Phase locked flow temperature fields were determined from cold wire surveys.  Pulsing at high 
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frequencies helped to improve film cooling effectiveness in some cases by reducing overall jet liftoff.  At 
lower frequencies, pulsing tended to have the opposite effect.  With the present geometry and a steady 
mainflow, pulsing did not provide an overall benefit.  The highest overall effectiveness was achieved with 
continuous jets and a blowing ratio of 0.5.  The present results may prove useful for understanding film 
cooling behavior in engines, where mainflow unsteadiness causes film cooling jet pulsation.  Although 
pulsing did not improve film cooling in the present cases, it could prove beneficial with a different 
geometry or if coupled with an unsteady mainflow. 

 
VOLINO, Ralph J., Associate Professor, COULTHARD, Sarah M., (Trident Scholar 2005), and FLACK, Karen A., 
Professor, “Effect of Jet Pulsing on Film Cooling, Part 2: Heat Transfer Results,” ASME Journal of 
Turbomachinery, 2006, accepted for publication. 
 

Pulsed film cooling was studied experimentally to determine its effect on film cooling effectiveness and 
heat transfer.  The film cooling jets were pulsed using solenoid valves in the supply air line.  Cases with a 
single row of cylindrical film cooling holes inclined at 35 degrees to the surface of a flat plate were 
considered at blowing ratios of 0.25, 0.5, 1.0, and 1.5 for a variety of pulsing frequencies and duty cycles.  
Temperature measurements were made using an infrared camera and thermocouples.  The plate was 
equipped with constant flux surface heaters, and data were acquired for each flow condition with the plate 
both heated and unheated.  The local film cooling effectiveness, Stanton numbers, and heat flux ratios were 
calculated based on the measured temperatures and the results were compared to baseline cases with 
continuous blowing and no blowing.  Stanton number signatures on the surface provided evidence of flow 
structures including horseshoe vortices wrapping around the film cooling jets and vortices within the jets.  
Pulsing tends to increase Stanton numbers, and the effect tends to increase with pulsing frequency and duty 
cycle.  Some exceptions were observed, however, at the highest frequencies tested.  Overall heat flux ratios 
also show that pulsing tends to have a detrimental effect with some exceptions at the highest frequencies.  
The best overall film cooling was achieved with continuous jets and a blowing ratio of 0.5.  The present 
results may prove useful for understanding film cooling behavior in engines, where mainflow unsteadiness 
causes film cooling jet pulsation.  Although pulsing did not improve film cooling in the present cases, it 
could prove beneficial with a different geometry or if coupled with an unsteady mainflow. 

 
VOLINO, Ralph J., Associate Professor, (co-author), “Predicting Entropy Generation Rates in Transitional 
Boundary Layers Based on Intermittency,” ASME Journal of Turbomachinery, 2006, accepted for publication. 
 

Prediction of thermodynamic loss in transitional boundary layers is based on time averaged data only. This 
effectively ignores the intermittent nature of the transition region. In this work laminar and turbulent 
conditionally-sampled boundary layer data for zero pressure gradient and accelerating transitional boundary 
layers have been analyzed to calculate the entropy generation rate in the transition region. By weighting the 
non-dimensional dissipation coefficient for the laminar conditioned data and turbulent conditioned data 
with the intermittency factor, the entropy generation rate in the transition region can be determined and 
compared to the time averaged data and correlations for laminar and turbulent flow. It is demonstrated that 
this method provides an accurate and detailed picture of the entropy generation rate during transition in 
contrast with simple time averaging. The data used in this paper have been taken from conditionally 
sampled boundary layer measurements available in the literature for zero and favorable pressure gradient 
flows. No such data for adverse pressure gradients were available Based on these measurements a semi-
empirical technique is developed to predict the entropy generation rate in a transitional boundary layer with 
promising results. 

 
WU, Chih, Professor (co-author), “Power Optimization of an Irreversible Closed Intercooled Regenerated Brayton 
Cycle Coupled to Variable-temperature Heat Reservoirs, Applied Thermoal Engineering, Vol. 25(8-9), pp. 1097-
1114, 2005. 
 

Power is optimized for an irreversible closed intercooled regenerated Brayton cycle coupled to variable-
temperature heat reservoirs in the view point of the theory of thermodynamic optimization by searching the 
optimum intercooling pressure ratio and the optimum heat conductance distributions among the four heat 
exchangers for fixed total heat exchanger inventory. 
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WU, Chih, Professor (co-author), “Matlab/Simulink-based Simulation for a Digital Control System of a Marine 
Three-shaft Gas-turbine”, Applied Energy, Vol. 80(1), pp. 1-10, 2005. 
 

A gas turbine plant model is required in order to design and develop a control system. In this paper, a 
simulation model of marine three-shaft gas turbine’s digital control system is presented after describing the 
process of control systems of the gas turbines. Acceleration processes are simulated under Matlab-Simulink 
environment. The effects of some main variables on the system performance are analyzed and the optimum 
parameters are obtained. Simulation experiment of a real gas turbine plant is preformed by using the digital 
control model. The results show that the simulation model is availability and reliable. 

 
WU, Chih, Professor (co-author), “Functional Reliability Simulation for Power Stations Steam Turbine”, Applied 
Energy, Vol. 80(1), pp. 61-66, 2005. 
 

A new method and algorithm of functional reliability simulation for steam turbine is proposed and the 
degeneration model is established based on the degeneration laws of the steam turbine. By taking power 
station steam turbine as an example, the turbine’s functional reliability is simulated. 

 
WU, Chih, Professor (co-author), “Irreversible Absorption Heat Pump Model and its Optimal Performance”, 
Applied Energy, Vol. 81(1), pp. 55-71, 2005. 
 

On the basis of an endoreversible absorption heat pump cycle, a generalized irreversible four- heat- 
reservoir absorption heat pump cycle model is established by taking account of the heat resistances, heat 
leak and irreversibilities due to the internal dissipation of the working substance.  The heat transfer between 
the heat reservoir and the working substance is assumed to obey linear (Newtonian) heat transfer law, and 
the overall heat transfer surface area of the four heat exchangers is assumed to be constant. The 
fundamental optimal relation between the coefficient of performance (COP) and the heating load, the 
maximum COP and the corresponding heating load, the maximum heating load and the corresponding 
COP, as well as the optimal temperatures of the working substance and the optimal heat-transfer surface 
areas of the four heat exchangers are derived by using finite-time thermodynamics. Moreover, the effects of 
the cycle parameters on the characteristics of the cycle are studied by numerical examples. 

 
WU, Chih, Professor (co-author), “Thermoelectric Generator with Linear Phenomenological Heat Transfer Law”, 
Applied Energy, Vol. 81(4), pp. 358-364, 2005. 
 

The performance of thermoelectric generators made from multielement with considerations of heat transfer 
irreversibility which obeys linear phenomenological heat transfer law is studied in this paper by combining 
finite time thermodynamics with nonequilibrium thermodynamics. The performance characteristics among 
the output power, efficiency and working electrical current are given by numerical examples. 

 
WU, Chih, Professor (co-author), “Frequency-dependent Performance of an Endo-reversible Carnot Engine with 
Linear Phenomenological Heat Transfer Law,” Applied Energy, 81(4), pp. 365-375, 2005. 
 

On the basis of an endo-reversible Carnot heat engine model, the frequency-dependent performance of the 
engine is analyzed when the heat transfers between the working fluid and the heat reservoirs obey another 
linear heat transfer law, i.e., linear phenomenological heat transfer law. The relations among average power 
output, efficiency, available temperatures drop and cycle frequency, ratio of the heat transfer times are 
derived, which are different from those with Newton’s law. The results can provide guidance for selecting 
appropriate working point of heat engines. 

 
WU, Chih, Professor (co-author), “Optimal Performance of a Generalized Irreversible Carnot Engine,” Applied 
Energy, Vol. 81(4), pp. 376-387, 2005. 
 

The paper presents a generalized irreversible Carnot engine model that incorporates several internal and 
external irreversibilities, such as heat resistance, bypass heat leak, friction, turbulence, etc. The added 
irreversibilities besides heat resistance are characterized by a constant parameter and a constant coefficient. 
The relation between optimal power output and efficiency is derived based on a generalized heat transfer 
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law q ∝ (ΔT)n. Detailed numerical examples show the effect of bypass heat leakage, internal 
irreversibility and heat transfer law on the optimal performance of the generalized irreversible heat engine. 

 
WU, Chih, Professor (co-author), “Endo-reversible Thermoeconomics for Heat Engines,” Applied Energy, Vol. 
81(4), pp. 388-396, 2005. 
 

The endo-reversible thermoeconomics of heat engines has been further studied based on linear 
phenomenological heat transfer law [i.e., the heat flux]. The analytical formulae about profit, the maximum 
profit and the corresponding efficiency are derived. 

 
WU, Chih, Professor (co-author), “Reciprocating Heat-engine Cycles,” Applied Energy, Vol. 81(4), pp. 397-408, 
2005. 
 

The performance of a generalized irreversible reciprocating heat engine cycle model consisting of two 
heating branches, two cooling branches and two adiabatic branches with heat transfer loss and friction-like 
term loss was analyzed by using finite-time thermodynamics. The relations between the power output and 
the compression ratio, between the thermal efficiency and the compression ratio, as well as the optimal 
relation between the power output and the efficiency of the cycle are derived. Moreover, analysis and 
optimization of the model were carried out in order to investigate the effect of cycle process on the 
performance of the cycles using numerical examples. The results obtained herein include the performance 
characteristics of irreversible reciprocating Diesel, Otto, Atkinson, Brayton, Dual and Miller cycles. 

 
WU, Chih, Professor (co-author), “Efficiency Optimized Axial Flow Compressor,” Applied Energy, Vol. 81(4), pp. 
409-419, 2005. 
 

The preliminary design efficiency optimization of an axial flow compressor using one-dimensional flow 
theory is studied in this paper. The characteristic relation of an axial flow compressor stage is obtained. The 
model for the optimum design of a compressor stage for the fixed distribution of axial velocities is 
presented. The absolute inlet and exit angles of the rotor are taken as the design variables.  The analytical 
relations between the isentropic efficiency and the flow coefficient, the work coefficient, the flow angles 
and the degree of reaction of compressor stage are obtained. The results are universal and can be extended 
to the optimum design of multistage compressor. Numerical examples are provided to illustrate the effects 
of various parameters on the optimum performance of the compressor stage. 

 
WU, Chih, Professor (co-author), “Thermoeconomic Optimization of an Endo-reversible Four-heat Reservoir 
Absorption Refrigerator,” Applied Energy, Vol. 81(4), pp. 420-433, 2005. 
 

Based on an endo-reversible four-heat-reservoir absorption refrigeration cycle model, the optimal 
thermoeconomic performance of absorption refrigerators is analyzed and optimized with linear 
(Newtonian) heat transfer law. The optimal relation between the thermoeconomic criterion and the 
coefficient of performance (COP), the maximum thermoeconomic criterion, and the COP and specific 
cooling load for the maximum thermoeconomic criterion of the cycle are derived by using finite-time 
thermodynamics. Moreover, the effects of the cycle parameters on the thermoeconomic performance of the 
cycle are studied by numerical examples. 

 
WU, Chih, Professor (co-author), “Optimization between Heating Load and Entropy Production Rate for Endo-
reversible Absorption Heat-transformers,” Applied Energy, Vol. 81(4), pp. 434-448, 2005. 
 

On the basis of an endo-reversible four-heat-reservoir absorption heat-transformer cycle with linear 
(Newtonian) heat transfer law, an ecological optimization criterion is proposed for the best mode of 
operation of the cycle, which consists of maximizing a function representing the best compromise between 
the heating load and the entropy production rate. The optimal relation between the ecological criterion and 
the COP (coefficient of performance), the maximum ecological criterion and the corresponding COP, 
heating load and entropy production rate, as well as the ecological criterion and entropy production rate at 
the maximum heating load are derived by using finite-time thermodynamics. Moreover, compared with the 
heating load criterion, the effects of the cycle parameters on the ecological performance are studied by 
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numerical examples. The numerical example shows that taking the maximum ecological criterion as 
objective makes entropy production rate decreases 77.0% and COP increases 55.4% with only 27.3% losses 
of heating load compared with maximum heating load objective. The results reflect that ecological criterion 
is a candidate objective having long-term meaning for optimal design of absorption heat-transformers. 

 
WU, Chih, Professor (co-author), “Bond-graph Based Fault Diagnosis for Marine Condensate Booster Feedwater 
System,” Applied Energy, Vol. 81(4), pp. 449-458, 2005. 
 

A bond graph model is established for marine condensate-booster-feedwater system by using bond-graph 
based diagnosis. Temporal causal graph is built in order to describe system transient behaviors based on the 
developed model. The results of temporal causal graph can be used to detect fault by monitoring system 
operation parameters. System simulation model is developed based on Simulink of Matlab, and simulation 
results show that those obtained by temporal causal graph are correct. 

 
WU, Chih, Professor (co-author), “Power Optimization of an Endo-reversible Closed Intercooled Regenerated 
Brayton Cycle Coupled to Variable-temperature Heat Reservoirs,” Applied Energy, Vol. 82(2), pp. 183-197, 2005. 
 

In this paper, power is optimized for an endo-reversible closed intercooled regenerated Brayton cycle 
coupled to variable-temperature heat reservoirs in the viewpoint of finite-time thermodynamics (FTT) or 
entropy generation minimization (EGM). The analytical formulae about the relation between power and 
pressure ratio is derived with the heat resistance losses in the four heat exchangers (hot- and cold-side heat 
exchangers, the intercooler and the regenerator), and the effect of the finite thermal capacity rate of the heat 
reservoirs.  The power optimization is performed by searching the optimum heat conductance distributions 
among the four heat exchangers for fixed total heat exchanger inventory, and by searching the optimum 
intercooling pressure ratio. When the optimization is performed with respect to the total pressure ratio of 
the cycle, the maximum power is maximized twice and a double maximum power is obtained. When the 
optimization is performed further with respect to the thermal capacitance rate ration between the working 
fluid and the heat reservoir, the double-maximum power is maximized again and a thrice-maximum power 
is obtained. The effects of the heat reservoir inlet temperature ratio and the total heat exchanger inventory 
on the optimal performance of the cycle are analyzed by detailed numerical examples. 

 
WU, Chih, Professor (co-author), “The Effects of Variable Specific Heats of Working Fluid on the Performance of 
an Irreversible Otto Cycle,” International Journal of Exergy, Vol. 2(3), pp. 274-283, 2005. 
 

The performance of an air standard Otto cycle with variable specific heats of working fluid and heat 
resistance and friction irreversible losses is analyzed by using finite-time thermodynamics. The relations 
between the power output and the compression ratio, between the thermal efficiency and the compression 
ratio, as well as the optimal relations between the power output and the thermal efficiency of the cycle are 
derived. Moreover, the effects of variable specific heats of working fluid on the irreversible cycle 
performance are analyzed. 

 
WU, Chih, Professor (co-author), “Compromise Optimization between Heating Load and Entropy Production Rate 
for Endo-reversible Absorption Heat Pumps,” International Journal of Ambient Energy, Vol. 26(2), pp. 106-112, 
2005. 
 

On the basis of an endo-reversible four-heat-reservoir absorption heat pump cycle model with linear heat 
transfer law, an ecological optimization criterion is proposed for the best mode of operation of the cycle. 
The optimal relation between the ecological method is employed to derive the relationship between 
maximum power and entropy generation rate.   

 
WU, Chih, Professor (co-author), “Optimal Power Output and Entropy Generation Rate for an Endo-reversible 
Carnot Cycle using a Linear Phenomenological Heat Transfer Law,” International Journal of Ambient Energy, Vol. 
26(3), pp. 129-134, 2005.  
 

Based on linear phenomenological heat transfer law, the optimization of an endo-reversible Carnot cycle is 
investigated from the view point of finite-time thermodynamics by taking maximum power as the objective 
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function. The Lagrange extremum criterion and the coefficient of performance, and the maximum 
ecological criterion and the corresponding coefficient of performance, heating load and entropy production 
rate are derived by using finite-time thermodynamics. The results reflect that ecological criterion is a factor 
which can have long term significance for optimal design of absorption heat pumps. 

 
WU, Chih, Professor (co-author), “Performance of an Endo-reversible Four-heat Reservoir Absorption Heat-
transformer with a Generalized Heat Transfer Law”, International Journal of Ambient Energy, Vol. 26(4), pp. 171-
179, 2005. 
 

The general relationship between coefficient of performance and heating load of an endo-reversible four-
heat-reservoir absorption heat-transformer with a generalized heat transfer law is deduced. The 
fundamental optimal relationships, the maximum heating load and the corresponding COP, the optimal 
temperatures of the working fluid, as well as the optimal heat transfer surface area distributions are derived. 
The effects of the heat transfer law on the performance of the endo-reversible four-heat-reservoir 
absorption heat-transformer are analyzed, and the performance of the total heat transfer surface area, 
optimized or not, by numerical examples. 

 
WU, Chih, Professor (co-author), “Performance Optimization of an Endo-reversible Variable-temperature Heat 
Reservoir Air Refrigerator,” International Journal of Ambient Energy, Vol. 26(4), pp. 180-190, 2005. 
 

The Performance analysis and optimization of an endo-reversible variable-temperature heat reservoir air 
refrigerator is carried out by taking the cooling load density as the optimal objective using entropy 
generation minimization. The analytical formula for the relationships between cooling load density and 
pressure ratio, as well as between coefficient of performance and pressure ratio are derived with the heat 
resistance losses in the hot- and cold-side heat exchangers, and the irreversible compression and expansion 
losses in the compressor and expander. The influences of the effectiveness of the heat exchangers, the inlet 
temperature ratio of the reservoirs, and the effectiveness of the compressor and expander on the cooling 
load density versus pressure ratio are provided by numerical examples. 

 
WU, Chih, Professor (co-author), “Effects of Heat Transfer and Variable Specific Heats of Working Fluid on the 
Performance of a Miller Cycle,” International Journal of Ambient Energy, Vol. 26(4), pp. 203-214, 2005. 
 

The Performance of an air-standard Miller cycle with heat transfer loss and variable specific heats of 
working fluid is analyzed by using finite-time thermodynamics. The relationships between the work output 
and the compression ratio, between the thermal efficiency and the compression ratio, as well as the optimal 
relationships between work output and the thermal efficiency of the cycle are derived. The effects of heat 
transfer loss and variable specific heats of working fluid on the cycle performance are analyzed. The results 
show that the effects of heat transfer loss and variable specific heats of working fluid are obvious, and they 
should be considered in practice for cycle analysis. 

 
WU, Chih, Professor (co-author), “Generalized Model and Optimum Performance of an Irreversible Quantum 
Brayton Engine with Spin Systems,” Physical Review E, Vol. 73, 016103, 2006. 
 

The purpose of this paper is to establish a model of an irreversible quantum Brayton engine using many 
non-interacting spin systems as the working substance and consisting of two irreversible adiabatic and two 
isomagnetic field processes. The time evolution of the total magnetic moment is determined by solving the 
generalized quantum master equation of an open system in the Heisenberg picture. The time of the two 
irreversible adiabatic processes is considered based on finite-time evolution. The relationship between the 
power output and the efficiency of the irreversible quantum Brayton engine with spin systems is derived. 
The influences of several important parameters on the performance the power output and the efficiency of 
the irreversible quantum Brayton engine are discussed. The results obtained herein are useful for the further 
understanding and the selection of the optimal operating conditions for of an irreversible quantum Brayton 
engine with spin systems. 
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WU, Chih, Professor (co-author), “Exergy Based Ecological Optimization for an Endo-reversible Brayton 
Refrigeration Cycle,” International Journal of Exergy, Vol. 3(2), pp. 191-200, 2006. 
 

The optimal exergy based ecological performance of optimization for an endo-reversible Brayton 
refrigeration cycle with the loss of heat resistance is derived by taking into account of an exergy based 
ecological optimization criterion as the objective function, which consists of maximizing a function 
representing the best compromise between the exergy output rate and exergy loss rate of the refrigeration 
cycle. The expressions of the optimal cooling load, entropy generation rate and exergy based ecological 
function of the cycle are derived by optimizing the allocation of a fixed total heat exchanger inventory. The 
exergy based ecological optimum isentropic temperature ratio, coefficient of performance, cooling load and 
entropy generation rate at maximum exergy based ecological function point are also presented. 

 
WI, Chih, Professor (co-author), “Exergy Based Ecological Optimization for a Generalized Irreversible Carnot 
Refrigerator,” Journal of the Energy Institute, Vol. 79(1) pp. 42-46, 2006. 
 

The optimal exergy based ecological performance of optimization for an irreversible Carnot refrigerator 
with the loss of heat resistance, heat leak and internal irreversibility, in which heat transfer between the 
working fluid and the heat reservoirs obeys a generalized heat transfer law, is derived by considering an 
ecological optimization criterion as the objective function. The function consists of maximizing a function 
representing the best compromise between the exergy output rate and exergy loss rate of the refrigeration 
cycle.  

 
WU, Chih, Professor (co-author), “Optimization Criteria for an Irreversible Quantum Brayton Engine with an Ideal 
Bose Gas,” Journal of Applied Physics, Vol. 99, 054904, 2006. 
 

The purpose of this paper is to study the optimal performance for an irreversible quantum Brayton engine 
consisting of two constant frequency branches connected by two irreversible adiabatic branches. The 
solution of the generalized quantum master equation of a thermal system is obtained in the Heisenberg 
picture. The optimization region for the irreversible quantum Brayton engine is obtained. The relationship 
between the dimensionless power output versus efficiency for the irreversible quantum Brayton engine with 
heat leakage and other irreversible losses are derived. 

 
WU, Chih, Professor (co-author), “Effects of Mixed Heat Resistance on the Optimal Configuration and Performance 
of a Heat Engine Cycle,” Applied Energy, Vol. 83, pp. 537-544, 2006. 
 

The finite-time thermodynamics performance of a generalized Carnot heat engine cycle under the condition 
of mixed heat resistance is studied. The optimal configuration and the fundamental optimal relation 
between power and efficiency of the cycle are derived. 

 
WU, Chih, Professor (co-author), “Exergy Based Ecological Optimization of Linear Phenomenological Heat 
Transfer Law Irreversible Carnot Engines,” Applied Energy, Vol. 83, pp. 573-582, 2006. 
 

The optimal exergy based ecological performance of a generalized irreversible Carnot heat engine cycle 
with losses due to heat resistance, heat leakage and internal irreversibility, in which the heat transfer 
between the working fluid and the heat reservoirs obeys a linear phenomenological heat transfer law, is 
derived by taking an ecological optimization criterion as the objective function. This consists of 
maximizing a function representing the best compromise between the power output and entropy production 
rate of the heat engine. 

 
WU, Chih, Professor (co-author), “Irreversible Four-temperature-level Absorption Refrigerator,” Solar Energy, Vol. 
80, pp. 347-360, 2006. 
 

A refrigeration cycle is modeled as a demonstration of an irreversible absorption refrigeration cycle. This 
four-temperature-level model takes into account the heat resistance, heat leakage and internal 
irreversibility. The fundamental optimal relationships among COP, maximum cooling load, and 
temperatures of the four heat reservoirs are derived.  
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WU, Chih, Professor (co-author), “Ecological Optimization of an Irreversible Quantum Otto Cycle Working with an 
Ideal Fermi Gas,” Open System and Information Dynamics, Vol. 13, pp. 55-66, 2006. 
 

The model of an irreversible quantum Otto cycle using an ideal Fermi gas as the working fluid, which is 
called the irreversible Fermi Otto cycle, is established in this paper. Based on the equation of state of an 
ideal Fermi gas, the optimal exergy based ecological performance of an irreversible quantum Otto cycle is 
examined by taking an ecological optimization criterion as the objective, which consists of maximizing a 
function representing the best compromise between the exergy output and entropy production rate of the 
heat engine. 

 
WU, Chih, Professor (o-author), “Optimal Performance of an Irreversible Quantum Brayton Refrigerator with Ideal 
Bose Gases,” Physica Scripta, Vol. 73(5), pp. 452-457, 2006. 
 

This paper presents a model of an irreversible quantum Brayton refrigerator using ideal Bose gases as 
working fluids. The optimal relationship between the dimensionless cooling rate  and the coefficient of 
performance, and the optimization region for the model is obtained. The effects of heat leakage, 
irreversibility in two adiabatic processes and the quantum characteristic of the working fluid are discussed. 

 
WU, Chih, Professor (co-author), “Thermodynamic Analysis of Mirror Gas Turbine Cycle”, International Journal 
of Power and Energy Systems, Vol. 26(2), pp. 153-156, 2006. 
 

An interesting configuration of the gas turbine is the mirror gas turbine cycle. There have been several 
developments in the thermodynamic analysis of various combined or co-generation cycle schemes, with 
more advanced heat recovery capabilities. One of such novel cycle is the mirror cycle, a conceptual 
combination of Brayton and inverted Brayton cycles with heat sink by intercooling. In this analysis, an air 
standard cycle is assumed for the gas turbine. Analysis about the specific net power and the efficiency of 
the mirror gas turbine as a function of maximum temperature ratio, compressor pressure ratio, and turbine 
overall expansion ratio of the cycle are performed. The obtained results provide significant guidance to the 
evaluation and improvement of the mirror gas turbine. 

 
WU, Chih, Professor (co-author), “Universal Ecological Performance for Endo-reversible Heat Engine Cycles,” 
International Journal of Ambient Energy, Vol. 27(1), pp. 15-20, 2006. 
 

The optimal ecological performance of a universal endo-reversible heat engine consisting of a constant 
thermal-capacity heating branch, a constant thermal-capacity cooling branch, and two adiabatic branches 
with heat transfer loss is derived by taking an ecological optimization criterion as the objective. The 
objective consists of maximization a function representing the best compromise between the power output 
and exergy loss rate of the heat engine. Some special cases are discussed. A numerical example is given to 
show the effects of heat reservoir temperature ratio on the ecological criterion versus the efficiency 
characteristic of the cycle. The results include the performance characteristic of endo-reversible steady flow 
Diesel, Otto, Atkinson, and Brayton cycles. 

 
WU, Chih, Professor (co-author), “Maximum Profit Performance for a Class of Universal Endo-reversible Steady 
Flow Heat Engine Cycles,” International Journal of Ambient Energy, Vol. 27(1), pp. 29-36, 2006. 
 

The operation of a universal steady flow endo-reversible heat engine mode consisting of a constant 
thermal-capacity heating branch, a constant thermal-capacity cooling branch, and two adiabatic branches is 
viewed as a production process with exergy as its output. The finite time exergoeconomic performance 
optimization of the heat engine is investigated by taking profit optimization criterion as the objective. The 
relationship between profit rate and temperature ratio of the working fluid, between thermal efficiency and 
temperature ratio of the working fluid, as well as the optimal relationship between profit rate and efficiency 
of the endo-reversible heat engine arte derived.  
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WU, Chih, Professor (co-author), “Optimal Heat Conductance Distribution and Optimal Inter-cooling Pressure Ratio 
for Power Optimization of Irreversible Closed Inter-cooled Regenerated Brayton Cycle,” Journal of the Energy 
Institute, Vol. 79(2), pp. 116-119, 2006. 
 

Power is optimized for an irreversible closed inter-cooled regenerated Brayton cycle coupled to constant 
temperature heat reservoirs in the view point of finite-time thermodynamics. The power optimization is 
performed by searching the optimal heat conductance distributions among the four heat exchangers, the 
intercooler and the regenerator for fixed total heat exchanger inventory and by searching the optimal inter-
cooling pressure ratio. When the optimization is performed with respect to the total pressure ratio of the 
cycle, the maximum power is maximized twice and a double maximum power is obtained. 

 
Wu, Chih, Professor (co-author), “Performance of an Irreversible Quantum Carnot Engine with Spin ½”, The 
Journal of Chemical Physics, Vol. 124(21), 214702, 2006. 
 

The purpose of this paper is to investigate the effect of quantum properties of the working medium on the 
performance of an irreversible quantum Carnot engine with spin ½. The optimal relationship between the 
dimensionless power output P versus the efficiency η for the irreversible quantum Carnot engine with heat 
leakage and other irreversible losses is derived. Especially, the performances of the engine at low 
temperature limit and at high temperature limit are discussed. 

 
WU, Chih, Professor (co-author), “Power Density Optimization of an Endo-reversible Closed Variable-temperature 
Heat Reservoir Inter-cooled Regenerated Brayton Cycle,” International Journal of Ambient Energy, Vol. 27(2), pp. 
99-112, 2006. 
 

The optimal distribution of heat conductance of the hot- and cold-side heat exchangers, the optimal 
intercooling pressure ratio, the optimal total pressure ratio, and the optimal heat capacity ratio between 
working fluid and heat reservoir of an endo-reversible closed variable-temperature heat reservoir inter-
cooled regenerated Brayton cycle are found. The effects of several design parameters including the cycle 
inlet heat reservoir temperature ratio, the inlet temperature ratio of cooling fluid in the intercooler and the 
cold-side heat reservoir, and the total heat exchanger inventory, on the maximum power density and the 
corresponding efficiency are analyzed. 
 
 

Conference Proceedings 
 

BURKHARDT, John A., Associate Professor, “Design, Build and Test in Support of Computer Aided Design”, 
Proceeding of the 2006 ASEE Annual Conference, Chicago, IL, June 2006. 
 

A design project using finite element analysis, CNC fabrication and experimental testing is discussed. The 
project is part of the first course in a two course capstone design sequence in mechanical engineering at the 
United States Naval Academy. The course is structured to have two hours of lecture and two hours of 
laboratory per week. Course credit is split evenly between computer aided design content (CAD) and the 
capstone design project. The capstone project culminates in a single concept design. Detailed design, 
prototyping and testing are assigned in the second capstone design course. The majority of the capstone 
credit is given for course work completed outside of the classroom including proposals, proposal 
presentations and ultimately a concept design report. The limited capstone lectures cover the engineering 
design process, evaluation of design alternatives, engineering ethics, codes and standards. Most of the class 
time is used for computer aided design lectures and project work. CAD project time is used to work 
tutorials, work on assignments with the assistance of the instructor and to meet with team members when 
team projects are assigned. The assigned CAD projects cover solid modeling, drafting, finite element 
analysis, assembly modeling and rapid prototyping. A third of the course is spent on design projects using 
finite element analysis. Finite element analysis projects cover rods and beams, frames, linear elastic solids 
and heat transfer with the last three being team assignments. 
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BURTON, Tristan M., Assistant Professor, Sun, Olivia S., and Su, Lester K., “Joint Experimental and Numerical 
Studies of Subgrid Scalar Mixing Models for LES,” Proceedings of the 44th AIAA Aerospace Sciences Meeting, 
Reno, NV, January 2006. 
 

LES models for subgrid scalar transport and dissipation are assessed through joint experimental and 
numerical studies using experimental data from an axisymmetric, turbulent, co-flowing jet, and large eddy 
simulation of scalar mixing in a round turbulent jet. The dissipation models tested include: a gradient-based 
model, which is based on a local equilibrium assumption, a model that assumes proportionality between 
mechanical and scalar time scales, and a dynamic structure model based on scale-similarity ideas. Of 
primary interest is the structural accuracy of the models and the fundamental assumptions underlying the 
models.  Results suggest that assumptions of time-scale proportionality are more valid than those of local 
equilibrium. Performance of scalar transport models is analyzed by examining mean resolved-scale 
quantities obtained from LES. 
 

 
CERZA, Martin R., Professor, JOYCE, Peter J., Associate Professor, SMITH, Andrew N., Assistant Professor, and 
KEALY, E. R., (Trident Scholar 2005), “Investigation of Elliptical Cooling Channels for a Naval Electromagnetic 
Railgun,” National Heat Transfer Conference Symposia, San Francisco, CA, 17-22 July 2005. 
 

Elliptical cross sections were examined for the design of cooling channels subject to biaxial and uniaxial 
compressive loading conditions based on an Electromagnetic (EM) Railgun.  Elliptical shapes were 
considered due to the high surface area available for convection, relatively low impact on the stress 
distribution, and low stress concentration effect.  The heat transfer capability of elliptical channels is 
maximized based on the applied heat flux and given flow conditions, by treating the channel as a variable 
area fin and varying the major and minor axis of the elliptical cross-section channel as well as the distance 
between channels. The optimal channel shape is further constrained by the applied compressive stresses.  In 
order to test the thermal aspect of the design, a representative set of channels were machined into 1/3 scale 
copper rails using wire EDM.  Tests were performed using a steady state heat flux to determine the overall 
heat transfer coefficient in order to verify the thermal calculations.  In order to verify the structural aspect 
of the design, a numerical study of the stress concentration factors was performed.  The results of both the 
thermal testing and numerical study were found to be in reasonable agreement with the prediction results. 

 
CERZA, Martin R.., Professor, SMITH, Andrew N., Assistant Professor, TUDOR, Valentin, Assistant Research 
Professor, and Conroy, C. T., “The Effect of Initial Charge on the Steady-State Operating Performance of a 
Capillary Assisted Thermosyphon,” National Heat Transfer Conference Symposia, San Francisco, CA, 17-22 July 
2005. 
 

The future capabilities of naval ships will be directly related to the electronic components used in advanced 
radar systems, fire control systems, electric propulsion and electric weapons. Modern electronics continue 
to grow in speed and functionality but shrink in size and mass, causing the power density to dramatically 
increase. Thermal management is becoming a major issue for the modern electronic Navy.  
 
An experimental investigation on the effect of liquid charge in a capillary assisted thermosyphon (CAT) 
loop for the shipboard cooling of electronics components has been conducted. The employed capillary 
assisted thermosyphon loop differs from the capillary pumped loop or loop heat pipe system in that the 
basic cooling loop is based on a thermosyphon. A wick structure located on the walls of the evaporator 
plate provides the capillary assistance needed to spread the working fluid (i.e. water) across the flat plate 
evaporator in the areas under the heat sources. This differs from a capillary pumped loop in that the wick 
structure does not produce a capillary pumping head from the liquid return to the vapor outlet side of the 
evaporator. The forced circulation in the CAT loop is caused by a gravity head between the condenser cold 
plate and the flat plate evaporator.  
 
The influence of the liquid charge on the CAT loop performance was studied when the sink temperature 
was fixed and the heat input ranged from 250W to 1000W. The initial liquid charge was varied from 20ml 
to 200ml. The condenser cold plate cooling water flow rate was set to 1 GPM. The CAT flat plate 
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evaporator performed very well under this range of heat inputs, sink temperature, and initial charges. The 
experimental results obtained indicated that as heat input and the liquid charged increased the amount of 
subcooling between the evaporator vapor outlet line and liquid return line increased. The CAT loop flow 
dynamics also changed as a function of the initial liquid charge. Overall these effects did not hinder the 
thermal performance as measured by the internal operating temperature.  
 
 

CERZA, Martin R., Professor and TUDOR, Valentin, Assistant Research Professor, “The Effect of Air Infiltration 
on the Transient and Steady-StateOperating Performance of a Capillary Assisted Thermosyphon, Symposium for the 
9th AIAA/ASM  Joint Thermophysics Conference, San Francisco, CA, 5-8 June 2006. 
 

Thermal management is becoming a major issue for the modern electronic US Navy. The future 
capabilities of naval ships will be directly related to the electronic components used in advanced radar 
systems, fire control systems, electric propulsion and electric weapons. As modern electronics continue to 
grow in speed and functionality but shrink in size and mass, the power density is expected to increase 
dramatically. An experimental investigation on the effect of air infiltration on the performance of a 
capillary assisted thermosyphon (CAT) loop for shipboard cooling of electronics components is being 
investigated in this study. Air infiltration may result from leaks in the thermosyphon piping, so its effect on 
thermal performance is necessary for both operation and detection. The employed capillary assisted 
thermosyphon loop differs from the capillary pumped loop or loop heat pipe systems in that the basic 
cooling-loop is based on a thermosyphon. A wick structure located on the walls of the evaporator plate 
provides the capillary assistance needed to spread the working fluid across the flat plate evaporator in the 
areas under the heat sources. The circulation in the loop is mainly caused by a gravity head between the 
condenser cold plate and the evaporator. In this study the sink temperature and heat input were fixed at 
21°C and 1000W, respectively. The infiltrated air was varied from 1cc to 50cc. The condenser cold plate 
cooling water flow rate was set as 3.785 l/min (i.e. 1gpm). The operation of the CAT loop was found to be 
good while the air infiltration amounts ranged 1cc to 50cc. Our experiments indicated that as the amount of 
infiltrated air increased, the evaporator saturation and plate temperature as well as the amount of 
subcooling between the evaporator vapor outlet line and liquid return line increased. The loop flow 
dynamics also changed due to air infiltration. Overall, the air infiltration showed to play a major role in the 
operation of the CAT loop as indicated by the internal operating temperature.  

 
 

CERZA, Martin R., Professor, JOYCE, Peter J., Associate Professor, SMITH, Andrew N., Assistant Professor and 
KEALY, E. R. (Trident Scholar 2005), “Investigation of Elliptical Cooling Channels for a Naval Electromagnetic 
Railgun,” National Heat Transfer Conference, San Francisco, CA, 17-22 July 2005.  
 

Elliptical cross sections were examined for the design of cooling channels subject to biaxial and uniaxial 
compressive loading conditions based on an Electromagnetic (EM) Railgun.  Elliptical shapes were 
considered due to the high surface area available for convection, relatively low impact on the stress 
distribution, and low stress concentration effect.  The heat transfer capability of elliptical channels is 
maximized based on the applied heat flux and given flow conditions, by treating the channel as a variable 
area fin and varying the major and minor axis of the elliptical cross-section channel as well as the distance 
between channels. The optimal channel shape is further constrained by the applied compressive stresses.  In 
order to test the thermal aspect of the design, a representative set of channels were machined into 1/3 scale 
copper rails using wire EDM.  Tests were performed using a steady state heat flux to determine the overall 
heat transfer coefficient in order to verify the thermal calculations.  In order to verify the structural aspect 
of the design, a numerical study of the stress concentration factors was performed.  The results of both the 
thermal testing and numerical study were found to be in reasonable agreement with the prediction results. 
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CERZA, Martin R., Professor and TUDOR, Valentin, Assistant Research Professor, “The Effect of Air Infiltration 
on the Transient and Steady-State Operating Performance of a Capillary Assisted Thermosyphon”, 9th AIAA/ASME 
Joint Thermophysics Conference, San Francisco, CA, 5-8 June 2006. 
 

Thermal management is becoming a major issue for the modern electronic US Navy. The future 
capabilities of naval ships will be directly related to the electronic components used in advanced radar 
systems, fire control systems, electric propulsion and electric weapons. As modern electronics continue to 
grow in speed and functionality but shrink in size and mass, the power density is expected to increase 
dramatically. An experimental investigation on the effect of air infiltration on the performance of a 
capillary assisted thermosyphon (CAT) loop for shipboard cooling of electronics components is being 
investigated in this study. Air infiltration may result from leaks in the thermosyphon piping, so its effect on 
thermal performance is necessary for both operation and detection. The employed capillary assisted 
thermosyphon loop differs from the capillary pumped loop or loop heat pipe systems in that the basic 
cooling-loop is based on a thermosyphon. A wick structure located on the walls of the evaporator plate 
provides the capillary assistance needed to spread the working fluid across the flat plate evaporator in the 
areas under the heat sources. The circulation in the loop is mainly caused by a gravity head between the 
condenser cold plate and the evaporator. In this study the sink temperature and heat input were fixed at 
21°C and 1000W, respectively. The infiltrated air was varied from 1cc to 50cc. The condenser cold plate 
cooling water flow rate was set as 3.785 l/min (i.e. 1gpm). The operation of the CAT loop was found to be 
good while the air infiltration amounts ranged 1cc to 50cc. Our experiments indicated that as the amount of 
infiltrated air increased, the evaporator saturation and plate temperature as well as the amount of 
subcooling between the evaporator vapor outlet line and liquid return line increased. The loop flow 
dynamics also changed due to air infiltration. Overall, the air infiltration showed to play a major role in the 
operation of the CAT loop as indicated by the internal operating temperature.  

 
 
COULTHARD, Sarah M., (Trident Scholar 2005), VOLINO, Ralph J., Associate Professor and FLACK, Karen A., 
Professor, “Effect of Unheated Starting Length on Film Cooling Experiments,” HT2005-72392, Proceedings of the 
2005 ASME Summer Heat Transfer Conference, San Francisco, CA, 17-22 July 2005. 
 

The effect of unheated starting length upstream of a row of film cooling hole and pulsed film cooling in a 
gas turbine engine were studied experimentally to determine the effects on the heat transfer coefficient 
downstream of the holes.  Measurements were made using an infrared camera, thermocouples, and hot and 
cold wire anemometry.  Ratios of the Stanton number were computed with and without film cooling. 
Contours of these ratios were qualitatively the same regardless of the upstream heating conditions, but the 
Stanton number ratios were larger of the case with a heated starting length.  Differences were most 
pronounced just downstream of the film cooling holes and for the cases with the lowest blowing ratios.  
These differences are related to the jet flow structures which vary with blowing rate. 

 
 
COULTHARD, Sarah M, (Trident Scholar 2005),  VOLINO, Ralph J., Associate Professor and  FLACK, Karen A., 
Professor, “Effect of Jet Pulsing on Film Cooling, Part 1: Heat Transfer Results,” GT2006-91273, Proceedings of 
the 2006 ASME Gas Turbine Conference, Barcelona, Spain, 8-11 May 2006. 
 

Pulsed film cooling was studied experimentally to determine its effect on heat transfer.  The film cooling 
jets were pulsed using solenoid valves in the supply air line.  Cases with a single row of cylindrical film 
cooling holes inclined at 35 degrees to the surface of a flat plate were considered at a variety of blowing 
ratios, pulsing frequencies and duty cycles.  Temperature measurements were made using an infrared 
camera and thermocouples.  The plate was equipped with constant flux surface heaters, and data were 
acquired for each flow condition with the plate both heated and unheated.  The heat flux ratios were 
calculated and compared to baseline cases with continuous blowing and no blowing.  Overall heat flux 
ratios show that pulsing tends to have a detrimental effect with some exceptions at the highest frequencies.  
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FLACK, K.A., Professor, and SCHULTZ, M.P., Associate Professor (Naval Architecture and Ocean Engineering 
Department), “Investigation of Outer Layer Similarity for Rough Wall Boundary Layers,” Proceedings of the 4th 
Symposium on Turbulent Shear Flows Phenomena, Williamsburg, VA, 24-27 June 2005. 
 

Changes to the turbulence structure across the boundary layer can be expected in rough wall flows where 
the boundary layer thickness (δ) is not much larger than the roughness height (k) or equivalent sand 
roughness height (ks).  The two studies state that outer layer similarity in the turbulence may cease to exist 
in cases where δ /k ≤ 50 or δ /ks ≤ 40, respectively.  In order to explore a limiting roughness height for 
boundary layer similarity, an experimental investigation was carried out on six rough surfaces representing 
two types of three dimensional roughness (sandpaper and woven mesh) in which 16 ≤ δ /k ≤ 110 and 6 ≤ δ 
/ks ≤ 91.  The measurements were conducted in a closed return water tunnel, over a momentum thickness 
Reynolds number (Reθ) range of 6,100 to 13,000, using a two-component, laser Doppler velocimeter 
(LDV).  The present results indicate that the mean velocity defect profiles for both the smooth and rough 
surfaces collapse well using classic scaling. The Reynolds stresses for all the surfaces collapse with smooth 
wall results outside of 3-4ks.  These results indicate that turbulence similarity in the outer layer may be 
more robust than previously thought. 

 
 
FLACK, Karen A., Professor, COULTHARD, Sarah M, (Trident Scholar 2005), and VOLINO, Ralph J., Associate 
Professor, “Effect of Jet Pulsing on Film Cooling, Part 2: Effectiveness and Flow Field Temperature Results,” 
GT2006-91274, Proceedings of the 2006 ASME Gas Turbine Conference, Barcelona, Spain, 8-11 May 2006. 
 

Pulsed film cooling was studied experimentally to determine its effect on film cooling effectiveness.  The 
film cooling jets were pulsed using solenoid valves in the supply air line.  Cases with a single row of 
cylindrical film cooling holes inclined at 35 degrees to the surface of a flat plate were considered at a 
variety of blowing ratios, pulsing frequencies and duty cycles.  Temperature measurements were made 
using an infrared camera and thermocouples.  The plate was equipped with constant flux surface heaters, 
and data were acquired for each flow condition with the plate both heated and unheated.  The local film 
cooling effectiveness and Stanton numbers were calculated and compared to baseline cases with continuous 
blowing and no blowing.  Pulsing tends to increase Stanton numbers, and the effect tends to increase with 
pulsing frequency and duty cycle.    The best overall film cooling was achieved with continuous jets and a 
blowing ratio of 0.5.  The present results may prove useful for understanding film cooling behavior in 
engines, where mainflow unsteadiness causes film cooling jet pulsation. 
 
 

HOLLOWAY, Mary V., Assistant Professor, Beasley, D. E., and Conner, M. E., “Effect of Lateral Flow Structures 
on Circumferential Heat Transfer Variations in Rod Bundles,” Proceedings of the 9th Joint AIAA/ASME Heat 
Transfer Conference, San Francisco, CA, AIAA-2006-3791, 5-8 June 2006. 
 

The fluid dynamics and convective heat transfer for turbulent flow through rod bundles representative of 
those used in pressurized water reactors are examined using experimental and computational techniques. A 
split-vane pair support grid, which creates swirling flow in the rod bundle, is investigated. An experimental 
facility is designed and constructed to measure single-phase heat transfer coefficients. In addition, the 
lateral velocity fields downstream of split-vane pair support grids are examined using particle image 
velocimetry. Computational fluid dynamics is implemented to further understand the fluid dynamics and 
heat transfer for swirling flow in rod bundles. Circumferential heat transfer variations around the center rod 
in the rod bundle identify hot streaks that develop downstream of the split-vane pair support grid. 
Experimental and computational fluid dynamics results indicate that the strong lateral flows and 
impingement regions correspond with regions of increased heat transfer on the rod surface. In addition, 
regions of lateral flow separation and low axial velocity are documented next to the rods. These regions 
promote the development of hot streaks downstream of split-vane pairs. 

 
 
 



 39

JOYCE, James A., Professor, “Evaluation of the Effect of Crack Tip Constraint on Fatigue Crack Growth Rate in 
Inconel 718,” ASTM STP1461, ASTM International, West Conshohocken, PA, 2006. 
 

The objective of this work has been to characterize the fatigue crack growth rate of Inconel 718 in the 
elastic and elastic-plastic regimes.  The major new contribution here is to develop fatigue crack growth rate 
data on this alloy using shallow crack specimens subjected to cyclic loadings that involve material 
plasticity exceeding what is allowed by the standard Linear Elastic Fracture Mechanics (LEFM) procedures 
of ASTM E647.    

 
Compact (C(T)) and three point bend (SE(B)) specimen geometries were used in this investigation.  The 
SE(B) specimens were used to obtain shallow crack data using crack to depth ratios (a/W) as small as 0.08 
in standard bend specimens with W = 50.8 mm.  Compliance methods were used to estimate the crack 
length during the cyclic testing.   The C(T) specimens were used to investigate the effect of fully reversed 
loading, i.e. R = -1.0.  These specimens were tested only in deep crack configurations with a/W > 0.3.  
Both C(T) and SE(B) specimens were used to obtain high cycle fatigue crack growth data and to obtain at 
least some component of the low cycle fatigue crack growth rate data.  The cyclic elastic stress intensity 
range was used to characterize the crack growth driving "force" in the high cycle regime as defined in 
ASTM E647.  A cyclic J integral range, as originally utilized by Dowling and Begley [1], was used in the 
elastic-plastic regime.   

 
High cycle and low cycle fatigue crack growth data was successfully obtained from tests on shallow crack 
SE(B) specimens.  High cycle fatigue crack growth was not affected by specimen geometry or by crack 
length ratio, even for a/W ratios as low as 0.08.  The R ratio did not affect the crack growth rate for the two 
cases tested here, namely R = 0.1 and R = -1.0.  The low cycle fatigue crack growth rate was similar, but 
not identical to what one would get by extrapolating the high cycle fatigue crack growth rate, as proposed 
by Dowling and Begley [1].  Under conditions of increasing J range, the crack growth rate under elastic-
plastic conditions was accelerated, while under decreasing J range conditions the crack growth rate was 
decelerated in comparison to the extrapolated high cycle fatigue crack growth rate measurements.  More 
rapidly increasing J range conditions resulted in greater crack growth rate acceleration.  In the elastic-
plastic fatigue regime, shallow crack specimens demonstrated slower crack growth rates than deep crack 
specimens.  
 
 

JOYCE, James A., Professor, “Evaluation of the Effect of Biaxial Loading on the T0 Reference Temperature using a 
Cruciform Specimen Geometry”,  ASTM STP1461, (S. R. Daniewicz, J.C. Newman and K.-H. Schwalbe, Eds.), 
ASTM International, West Conshohocken, PA, 2006. 
 

A series of 12 cruciform geometry fracture toughness specimens have recently been tested using A533B 
base plate obtained from the decommissioned Shoreham plant pressure vessel.   Specimens were tested at –
100oC, placing them in the lower ductile to brittle transition of this ferritic structural steel. The overall 
objective of this work is to compare the results of these biaxial cruciform tests to the results of standard and 
shallow crack fracture toughness tests to assess the effect of biaxial loading on the measured master curve 
and the To reference temperature as defined by ASTM E1921.  Previous work done at Oak Ridge National 
Laboratory (ORNL) appeared to demonstrate an increase in the To reference temperature due to the 
presence of the biaxial stress field established in the cruciform test geometry.  Because of the cost of the 
ORNL tests, only a few specimens could be run and full statistical support of the “biaxial effect” could not 
be demonstrated.  A second goal is to demonstrate that smaller size specimens, and hence lower cost tests, 
can be used to evaluate the magnitude of the biaxial effect in nuclear reactor pressure vessel materials.  
This report presents a brief overview of the test procedure, presents the test results, and compares the 
results to the database available on standard and shallow crack fracture toughness results available for the 
Shoreham plate material.  
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VOLINO, Ralph J., Associate Professor and BOHL, Douglas G., Assistant Research Professor, “Structure of 
Oscillating Vortex Generator Jets,” Proceedings of the Turbulent Shear Flows Phenomena IV Conference, 
Williamsburg, VA, June 2005. 
 

The suction side boundary layer of an airfoil passage was studied experimentally.  The pressure gradient 
along the airfoil was typical of a low pressure turbine environment, and the Reynolds number, based on 
suction surface length and exit velocity, was 25,000.  A row of oscillating vortex generator jets (VGJs), 
located at the pressure minimum on the suction side was used for flow control.  The jets had no net mass 
flow and a dimensionless oscillation frequency, F+, of 0.65.  Velocity profiles were acquired with single 
and cross sensor hot-wire probes at multiple streamwise and spanwise positions downstream of the VGJs.  
Time averaged results showed that with the VGJs active, the boundary remained attached and essentially 
laminar, and was spanwise uniform.  Without the VGJs the boundary layer separated and did not reattach.  
Phase averaged results showed that instantaneously the boundary layer was very non-uniform across the 
span.  The outpulse of the jets generated turbulence and produced streamwise vortices, which brought high 
speed fluid into the near wall region and helped to keep the boundary layer attached.  The vortices persisted 
to the trailing edge.  A calmed region followed the jet pulsing events, and the calmed flow was 
characterized by a thin, spanwise uniform boundary layer that was resistant to separation.  Phase averaged 
mean velocity, Reynolds stresses, and integral quantities are presented to illustrate the structure of the 
unsteady boundary layer. 

 
 
VOLINO, Ralph J., Associate Professor, COULTHARD, Sarah M., (Trident Scholar 2005), and FLACK, Karen A., 
Professor,  “Effect of Unheated Starting Lengths on Film Cooling Experiments,” ASME Paper HT2005-72392, 
Proceedings of the 2005 ASME Summer Heat Transfer Conference, San Francisco, CA, July 2005. 
 

The effect of an unheated starting length upstream of a row of film cooling holes was studied 
experimentally to determine its effect on heat transfer coefficients downstream of the holes.  Cases with a 
single row of cylindrical film cooling holes inclined at 35 degrees to the surface of a flat plate were 
considered at blowing ratios of 0.25, 0.5, 1.0 and 1.5.  For each case experiments were conducted to 
determine the film cooling effectiveness and the Stanton number distributions in cases with the surface 
upstream of the holes heated and unheated.  Measurements were made using an infrared camera, 
thermocouples, and hot and cold wire anemometry.  Ratios were computed of the Stanton number with film 
cooling (Stf) to corresponding Stanton numbers in cases without film cooling (Sto) but the same surface 
heating conditions.  Contours of these ratios were qualitatively the same regardless of the upstream heating 
conditions, but the ratios were larger for the cases with a heating starting length.  Differences were most 
pronounced just downstream of the holes and for the lower blowing rate cases.  Even 12 diameters 
downstream of the holes the Stanton number ratios were 10 to 15% higher with a heated starting length.  
The differences in Stanton number distributions are related to jet flow structures which vary with blowing 
rate. 

 
VOLINO, Ralph J., Associate Professor, COULTHARD, Sarah M., (Trident Scholar 2005),  and FLACK, Karen A., 
Professor, “Effect of Jet Pulsing on Film Cooling, Part 1: Effectiveness and Flowfield Temperature Results,” ASME 
Paper GT2006-91273, Proceedings of the ASME IGTI International Gas Turbine Conference, Turbo Expo 2006, 
Barcelona, Spain, May 2006. 
 

Pulsed film cooling was studied experimentally to determine its effect on film cooling effectiveness.  The 
film cooling jets were pulsed using solenoid valves in the supply air line.  Cases with a single row of 
cylindrical film cooling holes inclined at 35 degrees to the surface of a flat plate were considered at 
blowing ratios of 0.25, 0.5, 1.0, and 1.5 for a variety of pulsing frequencies and duty cycles.  Temperature 
measurements were made using an infrared camera, thermocouples, and cold wire anemometry.  Hot wire 
anemometry was used for velocity measurements.  The local film cooling effectiveness was calculated 
based on the measured temperatures and the results were compared to baseline cases with continuous 
blowing.  Phase locked flow temperature fields were determined from cold wire surveys.  Pulsing at high 
frequencies helped to improve film cooling effectiveness in some cases by reducing overall jet liftoff.  At 
lower frequencies, pulsing tended to have the opposite effect.  With the present geometry and a steady 
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mainflow, pulsing did not provide an overall benefit.  The highest overall effectiveness was achieved with 
continuous jets and a blowing ratio of 0.5.  The present results may prove useful for understanding film 
cooling behavior in engines, where mainflow unsteadiness causes film cooling jet pulsation.  Although 
pulsing did not improve film cooling in the present cases, it could prove beneficial with a different 
geometry or if coupled with an unsteady mainflow. 

 
 
VOLINO, Ralph J., Associate Professor, COULTHARD, Sarah M., (Trident Scholar 2005),  and FLACK, Karen A., 
Professor, “Effect of Jet Pulsing on Film Cooling, Part 2: Heat Transfer Results,” ASME Paper GT2006-91274, 
Proceedings of the ASME IGTI International Gas Turbine Conference, Turbo Expo 2006, Barcelona, Spain, May 
2006. 
 

Pulsed film cooling was studied experimentally to determine its effect on film cooling effectiveness and 
heat transfer.  The film cooling jets were pulsed using solenoid valves in the supply air line.  Cases with a 
single row of cylindrical film cooling holes inclined at 35 degrees to the surface of a flat plate were 
considered at blowing ratios of 0.25, 0.5, 1.0, and 1.5 for a variety of pulsing frequencies and duty cycles.  
Temperature measurements were made using an infrared camera and thermocouples.  The plate was 
equipped with constant flux surface heaters, and data were acquired for each flow condition with the plate 
both heated and unheated.  The local film cooling effectiveness, Stanton numbers, and heat flux ratios were 
calculated based on the measured temperatures and the results were compared to baseline cases with 
continuous blowing and no blowing.  Stanton number signatures on the surface provided evidence of flow 
structures including horseshoe vortices wrapping around the film cooling jets and vortices within the jets.  
Pulsing tends to increase Stanton numbers, and the effect tends to increase with pulsing frequency and duty 
cycle.  Some exceptions were observed, however, at the highest frequencies tested.  Overall heat flux ratios 
also show that pulsing tends to have a detrimental effect with some exceptions at the highest frequencies.  
The best overall film cooling was achieved with continuous jets and a blowing ratio of 0.5.  The present 
results may prove useful for understanding film cooling behavior in engines, where mainflow unsteadiness 
causes film cooling jet pulsation.  Although pulsing did not improve film cooling in the present cases, it 
could prove beneficial with a different geometry or if coupled with an unsteady mainflow. 

 
 
VOLINO, Ralph J., Associate Professor, Nolan, Kevin P., Walsh, Edmond J., and McEligot, Donald M., “Predicting 
Entropy Generation Rates in Transitional Boundary Layers Based on Intermittency,” ASME Paper GT2006-91027, 
Proceedings of the ASME IGTI International Gas Turbine Conference, Turbo Expo 2006, Barcelona, Spain, May 
2006. 
 

Prediction of thermodynamic loss in transitional boundary layers is based on time averaged data only. This 
effectively ignores the intermittent nature of the transition region. In this work laminar and turbulent 
conditionally-sampled boundary layer data for zero pressure gradient and accelerating transitional boundary 
layers have been analyzed to calculate the entropy generation rate in the transition region. By weighting the 
non-dimensional dissipation coefficient for the laminar conditioned data and turbulent conditioned data 
with the intermittency factor, the entropy generation rate in the transition region can be determined and 
compared to the time averaged data and correlations for laminar and turbulent flow. It is demonstrated that 
this method provides an accurate and detailed picture of the entropy generation rate during transition in 
contrast with simple time averaging. The data used in this paper have been taken from conditionally 
sampled boundary layer measurements available in the literature for zero and favorable pressure gradient 
flows. No such data for adverse pressure gradients were available Based on these measurements a semi-
empirical technique is developed to predict the entropy generation rate in a transitional boundary layer with 
promising results. 
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VOLINO, Ralph J., Associate Professor and SMITH, Andrew N., Associate Professor, “A Laboratory Providing 
Hands-On Experience with a Spark Ignition Engine in a Required Thermodynamics Course,” Proceedings of the 
2006 ASEE Annual Conference, Chicago, IL, June 2006. 
 

A new experimental laboratory exercise is described involving the disassembly, reassembly and testing of a 
small spark ignition engine.  The laboratory is designed to give a large group of students a hands-on 
experience with a piston engine, and to directly relate the mechanical device to the theory in a typical 
thermodynamics course.  The exercise was deliberately limited in scope, as a single laboratory in a multi-
subject thermodynamics course.  Equipment cost was low and included multiple engines and a small 
dynamometer.  Experimental results agreed well with theoretical calculations.  Results of a pre and post 
course student surveys indicate that students learned information they would not have gained without the 
laboratory and retained it several months after the course. 
 
 

Book Chapters 
 

LINK, Richard E., Associate Professor, (co-author), “Dynamic and Crack Arrest Fracture Toughness,” Chapter 6 of 
Dynamic Fracture Mechanics, A. Shukla, Editor, Worldwide Scientific Publishers, Singapore, 2006. 

 
This chapter is primarily concerned with the dynamic propagation behavior of a crack in a brittle material 
and the arrest event that occurs when self-sustaining, rapid crack propagation ceases.  The basic fracture 
mechanics concepts of dynamic fracture and crack arrest are reviewed.  Experimental procedures for 
measuring the dynamic and crack arrest fracture toughness are presented and the limitations of the 
procedures are discussed. 

 

Patents 
 
BURTON, Tristan M., Assistant Professor, (co-author)., “Method for Simulating Slurry Flow for a Grooved 
Polishing Pad,” U.S. Patent # 6,947,862, 20 September 2005. 
 
RATCLIFFE, Colin P., Professor, “Calibrated Impact Hammer”, provisional patent # NC98214US1, 30 June 2006. 
 
 

Technical Reports 
 
CERZA, Martin R., Professor, “Thermal Conductivity of SiC and Si Foam”, final report to the Schaffer Corporation, 
September 2005. 
 

“Material Properties of Silicon and Silicon Carbide Foams”, Optical Materials and Structure Technologies 
II Conference, which is part of the SPIE International Symposium on Optics & Photonics, San Diego, CA, 
31 July - 4 August 2005. 

 
 
JOYCE, James, A., Professor, “Effects of Specimen Constraint and Biaxial Loading on the To Reference 
Temperature of A533B Steel”,   NUREG/CR-U.S. Nuclear Regulatory Commission, Washington DC, 2006. 
 

This report presents a series of experimental work which was undertaken to explore the sensitivity of the 
Master Curve reference temperature of ASTM E1921, Test Method for the Determination of Reference 
Temperature, To, for Ferritic Steels in the Transition Range," to specimen constraint and to biaxial loading.  
Initial sections describe a large fracture toughness data set developed for an A533B steel obtained from the 
upper head of the decommissioned Shoreham nuclear power station.  Tests on these geometries have been 
conducted on specimens of various sizes and specimen thicknesses, and have been repeated at temperatures 
throughout the ductile-to-brittle transition.  Tests are also available on several sets of shallow cracked SE(B) 
specimens of similar sizes and thickness ratios.   The effect of crack tip constraint is readily apparent on the 
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Master Curve reference temperatures obtained from these data sets.  An analysis of constraint procedure 
proposed by Gao and Dodds [Gao 2001] has been applied to this data set and shown to greatly reduce the 
constraint differences observed between the various specimen geometries.     
 
Subsequent sections describe tests on cruciform specimens of two A533B steels tested under uniaxial and 
biaxial loading.  Work done at Oak Ridge National Laboratory (ORNL)[ Bass, 1994, 1999; McAfee 1995, 
1997a, 1997b] on an A533B steel (HSST Plate 14) appears to demonstrate an increase in the To reference 
temperature due to the presence of the biaxial stress field established in a cruciform test geometry loaded in 
five point bending.    The reported "biaxial effect" required a large specimen size which in turn entailed a 
large cost per test and a very limite number of tests..  Determination of the Master Curve reference 
temperature was not attempted for these tests since the required number of six repeat tests at a single test 
temperature required by original version of ASTM E1921-97 was beyond the budget available. 
 
The recent addition of a "multi-temperature" procedure for obtaining To in E1921-02 has allowed re-analysis 
of the ORNL data using the Master Curve method, resulting in a better understanding of what the originally 
interpreted as a constraint induced "biaxial effect".    Comparison of the results of the ORNL cruciform tests 
with shallow and deep crack SE(B) specimen results calls into question the existence of a biaxial loading 
effect on the ductile-to-brittle transition in A533B steels. 

 
Additional sets of uniaxially and biaxially loaded 50x50 mm cross section cruciform specimens have been 
tested for comparison with the extensive series of tests available on the Shoreham plant A533B material, and 
additional sets of small scale cruciform tests have also been conducted using the HSST Plate 14 material 
used in the earlier ORNL study.   This report presents an overview of the test procedure, a full 
characterization of the A533B material, presents the test results, looks at the effect of constraint on standard 
specimen geometries, and compares the results of the cruciform tests to the database available on standard 
and shallow crack fracture toughness results. 

 
Application of the Master Curve procedure shows that there is no effect of biaxial loading on the To 
reference temperature.  The effect observed by ORNL is simply an effect of the small scale yielding 
conditions obtained in the large, but shallow cracked cruciform specimens resulting in deep crack To 
behavior since und the test conditions used the crack tip plastic zone at cleavage onset was 1/20th of the 
physical crack size. 
 
 

KOUL, Michelle G., Assistant Professor, (co-author), “Microstructure and Properties of Cast and Forged 17-4 
Precipitation Hardened Martensitic Stainless Steel”, NSWCCD-61-TR-2005/37, April 2006, Survivability, 
Structures and Materials Department, Naval Surface Warfare Center, Carderock Division, October 2005. 
 

This report summarizes the materials characterization conducted on two different precipitation-hardened 
(PH) martensitic stainless steels, one cast and one forged.  The material properties measured for the casting 
were part of a failure analysis performed on a SEAWOLF advanced turbo pump (ATP) housing after the 
component failed a shock test.  The forging was an alternate material for the application that was chosen to 
optimize strength and fracture toughness.  

 
 
RATCLIFFE, Colin P., Professor, and Crane, Roger M., “Structural Irregularity and Damage Evaluation Routine 
(SIDER) for Testing of the ½-Scale Corvette Hull Section Subjected to UNDEX Testing,” NSWCCD-65-TR-
2005/24, October 2005. 
 
 
RATCLIFFE, Colin P., Professor, “New Conceptual Design for an Underwater Calibrated Impact Hammer”, 
Division of Engineering & Weapons Technical Report EW-07-06, 30 May 2006.   
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Presentations at Professional Meetings and Conferences 
 
 
BURTON, Tristan M., Assistant Professor, (co-author), “Investigation of SGS Modeling Approaches for Scalar 
Transport and Mixing in LES,” 58th Annual Meeting of the APS Division of Fluid Dynamics, Chicago, IL, 20 
November 2005. 
 
 
BURTON, Tristan M., Assistant Professor, (co-author), “Point-Force Energy Coupling,” 58th Annual Meeting of the 
APS Division of Fluid Dynamics, Chicago, IL, 21 November 2005. 
 
 
BURTON, Tristan M., Assistant Professor, (co-author), “Joint Experimental and Numerical Studies of Subgrid 
Scalar Mixing Models for LES,” 44th AIAA Aerospace Sciences Meeting and Exhibit, Reno, NV, 10 January 2006. 
 
 
CERZA, Martin R., Professor, SMITH, Andrew N., Assistant Professor, and TUDOR, Valentin, Assistant Research 
Professor, (co-authors), “The Effect of Initial Charge on the Steady-State Operating Performance of a Capillary 
Assisted Thermosyphon,” National Heat Transfer Conference, San Francisco, CA, 17-22 July 2005. 
 
 
CERZA, Martin, JOYCE, Peter J., Associate Professor, SMITH, Andrew N., Assistant Professor and KEALY, E. R. 
(Trident Scholar 2005), “Investigation of Elliptical Cooling Channels for a Naval Electromagnetic Railgun,” 
National Heat Transfer Conference, San Francisco, CA, 17-22 July 2005. 
 
 
FLACK, Karen A., Professor, and SCHULTZ, M.P., Associate Professor (Naval Architecture and Ocean 
Engineering Department), “Investigation of Outer Layer Similarity for Rough Wall Boundary Layers,” Proceedings 
of the 4th Symposium on Turbulent Shear Flows Phenomena, Williamsburg, VA, 24-27 June 2005. 
 
 
FLACK, Karen A., Professor, and SCHULTZ, M.P., Associate Professor (Naval Architecture and Ocean 
Engineering Department), “Roughness Effects on Turbulence in Boundary Layers,” 57th Annual Meeting American 
Physical Society Fluid Dynamics Division, Chicago, IL, 20-22 November 2005. 
 
 
GRAHAM, Stephen M., Assistant Professor, “Fabrication and Testing of a Hybrid Composite Joint for Composite-
to-Metal Joining,” ShipTech 2006 Conference, 24-25 January 2006. 
 
 
HOLLOWAY, Mary V., Assistant Professor, (co-author), “Effect of Lateral Flow Structures on Circumferential 
Heat Transfer Variations in Rod Bundles,” Proceedings of the 9th Joint AIAA/ASME Heat Transfer Conference, San 
Francisco, CA, 5-8 June, 2006. 
 
 
JOYCE, James A., Professor, “ASTM Standard E1820 Ballot Results”, ASTM Committee Week, E08.08.02 Task 
Group Meeting, Dallas TX, November 2005. 
 
 
JOYCE, James A., Professor, “Review of Experimental Test Rate Limitations,” ASTM Committee Week, E08.08.03 
Task Group Meeting, Dallas TX, November 2005. 
 
 
JOYCE, James A., Professor, “Cruciform Testing Overview,” FAVOR Meeting, Oak Ridge National Laboratory, 
Oak Ridge, TN, July 2005. 
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JOYCE, James A., Professor, “Recent Results in Cruciform Testing,” U.S. Nuclear Regulatory Committee 
FAVOR_EP Design and Development Committee, Oak Ridge National Laboratory, Oak Ridge, TN, 25 October 
2005.   
 
 
JOYCE, James A., Professor, “Subsize Crack Arrest Testing,” Task Group E08.08.05 on Crack Arrest, ASTM 
Committee Week, Atlanta, GA, 15 May 2006. 
 
 
JOYCE, James A., Professor, “ASTM Standard E1820 Ballot Results,” ASTM Committee Week, E08.08.02 Task 
Group Meeting, Atlanta, GA, 16 May 2006. 
 
 
LINK, Richard E., Associate Professor, “Variations on E1221 Crack Arrest Testing,” ASTM E08.08.05 Task Group 
Meeting, Dallas, TX, 7 November 2005. 

 
 

LINK, Richard E., Associate Professor, “Crack Arrest Testing Using SE(T) Specimens,” ASTM E08.08.05 Task 
Group Meeting, Atlanta, GA, 15 May 2005. 
 
 
MORAN, Angela L., Professor and MENG, Qingjiang, Assistant Research Professor, “Multi Functional Metallic 
Claddings Deposition Routes for Aerospace Applications via Nano-Engineering”, 2005 Tri-Services Conference, 
Orlando, FL, November 2005. 
 
 
MORAN, Angela L., Professor, and MENG, Qingjiang, Assistant Research Professor, (co-authors), 
“Characterization and Mechanical/Corrosion Properties of Amorphous Al-Co-Ce Coatings”, 2005 Tri-Services 
Conference, Orlando, FL, November 2005. 
 
 
MURRAY, Mark M., Assistant Professor and COWART, Jim S., Assistant Professor, “A New Hands-On 
Mechanical Engineering Freshman Design Activity Course,” International Conference on Engineering Education, 
San Juan, Puerto Rico, 23-28 July 2006. 
 
 
NELSON, Martin E., Professor, PISACANE, Vincent L., Professor (Aerospace Engineering Department), and 
ZIEGLER, James F., Visiting Professor (Aerospace Engineering Department), (co-authors), “Microdosimetry 
Simulations of Solar Protons within a Spacecraft”, 2005 IEEE Nuclear Space Radiation Effects Conference, Seattle, 
WA, July 2005. 
 
 
NELSON, Martin E., Professor, and DELIKET, Kelly, Engineering Technician, (co-authors),“Asymetric SEU in 
SOI SRAMS”, 42nd Annual Nucelar &  Space Radiation Conference, Seatttle, WA, 11-15 July 2005. 
 
 
NELSON, Martin E., Professor, PISACANE, Vincent L., Professor (Aerospace Engineering Department), and 
ZIEGLER, James F., Visiting Professor (Aerospace Engineering Department), (co-authors), “MIcroDosimeter 
iNstrument (MIDN) for Space Flight”, 14th International Symposium on Microdosimetry (MICROS), Venice, Italy, 
November 2005. 
 
 
NELSON, Martin E., Professor, HARPER, Mark J., Professor, and DELIKAT, Kelly, Engineering Technician, (co-
authors), “Technical Assessment of a Gamma Ray Spectrometer on the Spartan Unmanned Surface Vessel (USV)”, 
INMM 47th Annual Meeting , Nashville, TN, July 2006. 
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VOLINO, Ralph J., Associate Professor, and BOHL, Douglas G., Assistant Research Professor, “Structure of 
Oscillating Vortex Generator Jets,” Turbulent Shear Flows Phenomena IV Conference, Williamsburg, VA, June 
2005. 
 
 
VOLINO, Ralph J., Associate Professor, COULTHARD, Sarah M., (Trident Scholar 2005), and FLACK, Karen A., 
Professor, “Effect of Unheated Starting Lengths on Film Cooling Experiments,” 2005 ASME Summer Heat Transfer 
Conference, San Francisco, CA, July 2005. 
 
 
VOLINO, Ralph J., Associate Professor, SCHULTZ, Michael P., Associate Professor (Naval Architecture and 
Ocean Engineering Department), and FLACK, Karen A., Professor, “Effects of Roughness on Turbulence Spectra 
and Correlation Measurements,” 58th Annual Meeting of the Division of Fluid Dynamics of the American Physical 
Society, Chicago, IL, November 2005. 
 
 
VOLINO, Ralph J., Associate Professor, COULTHARD, Sarah M., (Trident Scholar 2005), and FLACK, Karen A., 
Professor, “Effect of Jet Pulsing on Film Cooling, Part 1: Effectiveness and Flowfield Temperature Results,” 2006 
ASME International Gas Turbine Conference, Barcelona, Spain, May 2006. 
 
 
VOLINO, Ralph J., Associate Professor, COULTHARD, Sarah M., (Trident Scholar 2005), and FLACK, Karen A., 
Professor, “Effect of Jet Pulsing on Film Cooling, Part 2: Heat Transfer Results,” 2006 ASME International Gas 
Turbine Conference, Barcelona, Spain, May 2006. 
 
 
VOLINO, Ralph J., Associate Professor, and SMITH, Andrew N., Assistant Professor, “A Laboratory Providing 
Hands-On Experience with a Spark Ignition Engine in a Required Thermodynamics Course,” 2006 ASEE Annual 
Conference, Chicago, IL, June 2006. 
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