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Abstract- Iris recognition is perhaps the most accurate means of 

personnel identification due to the uniqueness of the patterns 

contained in each iris. Most commercial iris recognition systems 

use a patented algorithm based on two-dimensional Gabor 

wavelets developed by Daugman. This paper describes an 

alternate means to identify individuals using images of their iris. 

Here, we simplify the process by using preprocessed one-

dimensional histograms. The methodology in forming these 

histograms, how they are used in enrollment and identification 

and performance in terms of false positives and false negatives 

are presented. 

I. INTRODUCTION 

  The iris is the colored portion of the eye that surrounds 

the pupil. It is full of richly textured patterns that are distinct 

from person to person, and in fact are distinct from left eye to 

right eye from the same person. Compared with other 

biometric features such as face and fingerprint, iris patterns 

are more stable and reliable, and are unrelated to health or 

the environment [1]. Iris recognition systems are non-

invasive to their users, but do require a cooperative subject. 

For this reason, iris recognition is usually used for 

verification or identification purposes.  

The key step in most current iris pattern recognition 

algorithms is to convert the iris pattern into a two-

dimensional code [2-4]. To eliminate the effect of eye tilt, 

circular rotation of the iris pattern is usually necessary in iris 

matching and identification algorithms. Among them, 

Daugman’s 2-D Gabor wavelet approach has been 

successfully tested using a large-scale iris database and has 

been commercialized by Iridian [5].  

      In this paper, we propose a new and relatively simple 

approach for iris identification. This approach is based on the 

shape of the histogram of iris images. This method could 

potentially improve the iris identification computational 

efficiency, since the system only needs to store and process 

one-dimensional signals for identification, and no two-

dimensional processing is needed. Portions of the research in 

this paper use the CASIA iris image database collected by 

Institute of Automation, Chinese Academy of Sciences [6].

II. IMAGE PREPROCESSING 

A sample iris image is shown in Fig. 1. Since it has a 

circular shape when the iris is orthogonal to the sensor, iris 

recognition algorithms typically convert the pixels of the iris 

to polar coordinates for further processing. An important part 

of this type of algorithm is to determine which pixels are 

actually on the iris, effectively removing those pixels that 

represent the pupil, eyelids and eyelashes, as well as those 

pixels that are the result of reflections. 

 In this algorithm, the locations of the pupil and upper and 

lower eyelids are determined first using edge detection. This is 

performed after the original iris image has been downsampled 

by a factor of two in each direction (to 1/4 size, in order to 

speed processing). The best edge results came using the Canny 

method [7]. An example is shown in Fig. 2, where the top is 

the original iris image and the bottom is the edge detection 

results. The pupil clearly stands out as a circle, and the upper 

and lower eyelid areas above and below the pupil are also 

prominent. A Hough transform is then used to find the center 

of the pupil and its radius. 

 Once the center of the pupil is found, the original image is 

transformed into resolution invariant polar coordinates using 

the center of the pupil as the origin. This is done since the 

pupil is close to circular. Although not always correct, it is 

assumed that the outer edge of the iris is circular as well, also 

centered at the center of the pupil. From this geometry, when 

the original image is transformed into polar coordinates, the 

outer boundary of the iris will appear as a straight (or near-

straight) horizontal line segment (see Fig. 3 (top)). This edge 

is determined using a horizontal Sobel filter. 

 After determination of the inner and outer boundaries of the 

iris, the non-iris pixels within these concentric circles must be 

determined (see Fig. 3 (bottom)). Thresholding identifies the 

glare from reflections (bright spots), while edge detection is 

used to identify eyelashes. 

Figure 1: Sample Near Infrared Iris Image 
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When iris-only pixels have been identified, a mask is 

generated and applied to the original image, resulting in 

segmentation of the iris. An example of a segmented iris can 

be seen in Fig. 4 (top). After segmentation, the iris histogram 

is generated and processed. 

III. HISTOGRAM PROCESSING 

The histogram of a segmented image (such as seen in Fig. 4 

(top)), H0[n], is then computed. Since the segmented image 

contains primarily zero pixel values, and the pupil itself has 

very low values, the histogram is modified to remove the 

effects of these pixels. In addition, there may be reflections 

(very high pixel values) that were not removed in the 

preprocessing that should be accounted for. This modification 

is described as: 
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The resulting histogram for the iris segmented in Fig. 4 (top) 

is displayed in Fig. 4 (bottom). To reduce noise, this result is 

then filtered with a 5-tap averaging filter.  

Further normalization is applied to each histogram. First, 

all histograms are scaled so that their peak value is 1.0: 
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Finally, to adjust for illumination differences between 

images, the peak is shifted to occur at a grayscale value of 

128. This ensures that any two images of the same iris taken 

under different illumination conditions will have their peak at 

the same location in the histogram.  

IV. ENROLLMENT 

Enrollment is the process of generating some representation 

of the iris that is to be stored in the database for use in 

identification. Typically, this involves combining several 

images of the same iris in some manner in order to produce a 

representative sample that has less noise than any individual 

image. For this system, the normalized histograms of three iris 

images are averaged, and the result stored in the database as 

the template for which comparisons are made for 

identification. The enrollment process, which includes image 

acquisition, image preprocessing, histogram processing and 

the template creation is outlined in Fig. 5 (top). An example of 

three normalized histograms of the same iris and the resulting 

template is shown in Fig. 5 (bottom). 

V. IDENTIFICATION 

The identification process is outlined in Fig. 6. As a new 

iris image is presented to the system, it undergoes the same 

preprocessing that went into each enrollment iris image.  Its 

normalized histogram is then compared to each template in the 

enrollment database to determine if there is a match. The 

metric used to compare the two is the Du Measure, which has 

its origins in hyperspectral/multispectral imaging [8]-[10]. 

The Du measure is defined as the product of the Spectral 

Angle Mapper (SAM), the Spectral Information Divergence 

(SID), and the average absolute difference between two 

vectors. The SAM between two vectors r
�

 and s
�

 is defined as 

Figure 2: Iris Image and Its Edges using Canny Method 

Figure 3: Iris image in polar coordinates (top) and original image after 

inner and outer edges of iris determined (bottom) 
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while the SID between the same two vectors is defined as 

( , ) ( || ) ( || )SID D D� �r s p q q p
� � � � � �

                   (4) 

where 1 log( / )( || ) L
j j j jq q pD �� �q p

� �
 is a measure of entropy. 

The Du measure is defined as the product of the tangent of the 

SAM, the SID and the average absolute difference (AD) 

between the two vectors: 
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The result is a real number that represents the closeness of the 

two vectors: if the Du measure is relatively small, the two 

vectors are close. In this application, the two vectors are the 

two normalized histograms that are to be compared. Since the 

processing of the histograms includes zeroing the numbers of 

occurrences for grayscale values lower than 20 and values 

greater than 230, the two vectors that are compared each have 

210 elements. To determine the operating point of the system, 

the matching threshold is adjusted to satisfy a false 

acceptance/false rejection criterion, as described in the next 

section. 

VI. RESULTS 

 The overall results are summarized in Fig. 7, the Receiver 

Operating Characteristic (ROC) curve. This curve was 

generating by varying the matching threshold in the 

identification process. Recall that if the Du value computed 

between a test iris’ histogram and a template in the database 

was less than the threshold, then the test iris was considered a 

match. A lower threshold would tend to reduce false 

acceptances but would also increase false rejections, and vice-

versa.  

 All images in the CASIA iris database were used to 

generate this ROC curve. Three images for each of the 108 

irises were used to generate the 108 enrollment templates. 

Against each template, all 756 iris images were tested, a total 

of 81,648 comparisons. The threshold was varied from 0.01 to 

0.3, and the false acceptance rate and false rejection rates were 

recorded. The false acceptance rate (FAR %) was computed 

Figure 4: A segmented iris (top) w/histogram (bottom). 

Figure 5: Iris Enrollment 
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as:

Number of false matches
(%)

Number of imposter attempts
FAR �             (6) 

and the false rejection rate was computed as:  

Number of false rejections
(%)

Number of enrollee attempts
FRR � .         (7) 

These results are summarized in Fig. 5, where the circles 

indicate the actual FAR and FRR computed for various values 

of the threshold, and the solid curve represents a best fit fourth 

order polynomial. The equal error operating point for this 

system (where FAR=FRR) using the given CASIA database is 

14%, corresponding to a Du measure threshold of 0.055. 

VII. CONCLUSIONS 

 A new algorithm for iris recognition was presented that 

incorporates one-dimensional histogram analysis. From the 

original image of the eye, the preprocessing segments the 

pixels that belong to the iris, from which the histogram is 

formed. Normalization techniques are applied to the raw 

histogram, and for enrollment three normalized histograms are 

combined to generate a template. Identification of a new iris 

involves comparing its normalized histogram to the database 

templates using the Du measure. 

 Taking a two-dimensional identification process down to a 

one-dimensional comparison can simplify the processing, but 

at a cost in accuracy. Note that a FAR of 5% can be achieved, 

but at the same time, 1/3 of the attempts by an enrollee will 

fail to make the correct identification. A simple measure to 

judge system performance is the equal error rate. The 

relatively high value for the equal error operating point for this 

system (14%) makes this algorithm more suited for use as a 

pre-screener to allow smart searches of a large database, rather 

than as an identification tool. Further testing could lead to 

improved performance, by varying the metric chosen to 

compare histograms, by using other preprocessing to segment 

the iris, and using other means to normalize histograms. In 

addition, further testing on other databases is needed.  
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