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[bookmark: _Toc493765647]Abstract- The authors present a new algorithm for iris recognition. Segmentation is based on local statistics, and after segmentation, the image is subjected to contrast-limited, adaptive histogram equalization. Feature extraction is then conducted using two directional filters (vertically and horizontally oriented). The presence (or absence) of ridges and their dominant directions are determined, based on maximum directional filter response. Templates are compared using fractional Hamming distance as a metric for a match/non match determination. This Ridge-Energy-Direction (RED) algorithm reduces the effects of illumination, since only direction is used. Results are presented that utilize four iris databases, and some comparison of recognition performance against a Daugman-based algorithm is provided.

I. INTRODUCTION

 	Iris recognition requires four main steps: 1) image capture; 2) preprocessing, which includes segmentation (isolating the iris from the image of the eye area), and usually a polar coordinate transform of the annular iris region into a rectangular image; 3) feature extraction, which generates an iris template; and 4) comparison of iris templates and a recognition (matching) decision. A number of methods of preprocessing and comparison have been proposed [1]-[7].
This paper introduces a new means of feature extraction. In our algorithm (implemented in C++), feature extraction is based on the prominent direction of the ridges that appear once the image is unwrapped to polar coordinates and transformed into an energy image. We refer to this feature extraction as the Ridge Energy Direction (RED) algorithm. Templates are matched using the fractional Hamming Distance as the measure of closeness. 

The concept of using directional patterns of the iris for identification is not new [6]-[7], however our approach is different. The algorithm presented in this paper provides an alternative to commercial iris algorithms. Our goal is to create a non-patented algorithm for general use. Results are obtained using images from several databases described shortly. We provide some comparison to a Daugman-based algorithm [8] to ascertain the quality of the RED method. 
     For the purposes of this research, images from four iris databases were used (this accomplishes the first main step to iris recognition—image capture). First, we use two of the near infrared (NIR) iris image databases collected by the University of Bath, U.K [9]. The first database consists of 1000 images from 25 subjects (50 irises, 20 images per iris). These images are high resolution (1280 x 960 pixels), and have been compressed with JPEG-2000 to 0.5 bits/pixel. Figure 1 is an example of an image from this database. The second Bath database is the more substantial one containing 32000 images at the same resolution, without compression. There are 800 subjects, with 20 images of each subject’s eyes.. The third database is the CASIA I database from the Chinese Academy of Sciences and Automaton, consisting of 105 eyes, 7 images per eye, with resolution 320 x 240 [10]. Finally, we use the ICE 2005 database, consisting of 2953 images of 132 subjects at a resolution of 640 x 480 [11].
Figure 1 is an example of an iris image from the 2000 image Bath database, which typically includes the eye as well as eyelids, eyelashes and perhaps part of the forehead and nose. Since the only information used in iris recognition are pixels that actually fall on the iris, one of the first steps in preprocessing the image before extracting its unique features is to segment the iris from the rest of the image. Several means have been proposed to perform this segmentation [1]-[5], but the RED algorithm uses a different approach using local statistics to aid in determining the boundaries of the iris.[image: original1]
Figure 1: An example iris image from the 2000 image University of Bath database.


II. PREPROCESSING

Preprocessing includes determining the inner (pupillary) and outer (limbic) boundaries of the iris and normalizing the radial width of the iris. The size of an iris is constantly changing as the pupil dilates, or as the distance from camera to iris changes. Preprocessing for the RED algorithm is based on the method in [12]: using binary morphology to determine the pupil center and radius, and with the center location and radius of the pupil known, using local statistics (kurtosis) to find the outer boundary. The outer boundary segmentation method was altered somewhat, however, and is described as follows. 
In [12], local kurtosis is computed over the entire iris image, which is then thresholded, based on regions of low variation in local kurtosis. Since there is low variation in local kurtosis around the outer boundary, in the binary image the outer boundary appears as a circle (for an open eye) or a pair of arcs (for a partially occluded eye), and fitting a thin annulus to the arcs determines the center and radius of the iris. Instead,  for this research we now unwrap the iris to polar coordinates using 21 possible centers of reference (left and right of pupil center). In each of these unwrapped images, we perform the same steps, although now in the unwrapped binary images, the outer boundary will be oriented horizontally. We fit a horizontal band to each of the 21 unwrapped binary images, and the best fit determines the center and radius of the outer boundary. This process is illustrated in Fig. 2. Once the pupil center and radius, and the limbic center and radius are determined, feature extraction is possible. 
[image: OuterBoundary-small]
Figure 2: Segmentation of the outer boundary.

[bookmark: OLE_LINK1]III. RED FEATURE EXTRACTION AND TEMPLATE GENERATION

After determining the inner and outer boundaries and center of the pupil, the iris is again transformed into polar coordinates with the center of the pupil as the point of reference, into a 120 row by 180 column image. In this process, the radial extent of the iris is normalized in order to account for pupil dilation. Each row in the unwrapped iris image represents an annular region surrounding the pupil, and the columns represent radial information. Next, we consider the “energy” of the unwrapped iris image after contrast-limited adaptive histogram equalization. Here, “energy” loosely refers to the prominence (pixel values) of the ridges that appear in the histogram equalized image: higher value reflects higher energy. This “energy” image is passed into each of two different 11 x 11 directional filters (a vertical filter and a horizontal filter). These filters are used to indicate the presence of strong ridges, and the orientation of these ridges.
At every pixel location in the filtered image, the filter which provides the largest value of output is recorded and encoded with one bit to represent the identity of this directional filter. The iris image is thus transformed into a one-bit template that is the same size as the image in polar coordinates (120 rows by 180 columns). In some portions of the image input to the filters, the energy may be too low to reliably determine if a ridge is present. For this reason, each template is accompanied by a binary mask, with a 1 indicating presence of a ridge and a 0 indicating no ridge being detected. For future implementations of the RED algorithm, detection of eyelids, eyelashes and specularities will be incorporated into the segmentation, so that the mask will also be used to identify these non-iris areas as well as iris regions without prominent ridges. The template generation process is outlined in Fig. 3.


IV. TEMPLATE MATCHING

	For matching, this template can now be compared to a stored template using fractional Hamming distance (HD) as the measure of closeness: [image: TemplateGeneration-small]
Figure 3: RED template generation


    (1).                                              

In (1), the  operator is the binary exclusive-or operation to detect disagreement between the bits that represent the directions in the two templates,  is the binary AND function, |||| is a summation, and masks A and B are the associated binary masks for each template. The denominator of (2) ensures that only the bits that matter are included in the calculation, after non-ridge areas are discounted. Rotation mismatch between irises (due to head-tilt) is handled with left-right shifts of the template to determine the minimum HD. For example, with 120 x 180 templates, each column represents 2 of angular resolution and a shift of 12 (6 columns) is performed in each direction (left/right). The resulting fractional Hamming distances (similarity scores) representing genuine matches (i.e., comparisons of the same eye) and imposter matches (comparisons of different eyes) generated the results presented in the next section.

	 V. RESULTS
Results were generated by computing similarity scores (fractional Hamming distances) between every possible pairing of images in a database. Knowing whether each pair represents a genuine or an imposter score allows an estimation of the genuine and imposter probability mass functions based on their histograms.  It also allows us to apply a threshold to the similarity scores to generate computations of the False Rejection Rate (FRR) and False Acceptance Rate (FAR) as the threshold is varied. Finally, plotting FAR vs. FRR generates a Receiver Operating Characteristic (ROC) curve, which specifies the FRR for a given FAR (or vice versa) using a given recognition algorithm. The FRR and FAR are defined as:

                        (2)    

For example, Fig. 4 displays the probability mass functions of the similarity scores when using the RED algorithm and using the Masek implementation of the Daugman algorithm. These plots are based on similarity scores using the 2000 image University of Bath database. These 2000 images of 100 eyes (20 images/eye) represent 19,000 genuine matches and 1,980,000 imposter matches. From the information in Fig. 4, the FRR and FAR can be computed for varying thresholds of Hamming distance, and Fig. 5 displays false rejection rate (FRR) and false acceptance rate (FAR) as a function of identification threshold. FRR and FAR can be realized as a fraction, as in (2), or in percent by multiplying by 100% as is shown in Fig. 5. Figure 6 is a portion of the associated ROC curve that is zoomed in close to the origin so the EER point is plainly visible (note the x- and y-axes run from 0 to 0.005).
We apply these steps to each of the four iris databases. The key performance parameters we report are:
· Best Accuracyadjust recognition threshold so as to obtain the fewest number of any errors (that is, combined false rejects and false accepts).[image: Masek-RED Performance 2000]
Figure 4: Similarity scores expressed as probability mass functions based on the histograms for both the genuine match scores and imposter match scores, 2000 images, RED and Masek algorithms.

[image: Masek-RED FRR & FAR 2000]
Figure 5: Performance curves for RED and Masek algorithms, 2000 image University of Bath database.

· [bookmark: OLE_LINK3][bookmark: OLE_LINK4]Accuracy at EER Pointthe resulting recognition rate (combining genuine and imposter errors) on the ROC curve where FRR is equal to FAR.
· Verification Rate @ FAR=0.001verification rate (1-FRR, in %) when FAR is 1 in 1000.
· Verification Rate @ FAR=0.0001 verification rate (1-FRR, in %) when the FAR is 1 in 10,000.    

The EER point gives an idea of the balance provided between user convenience and security for an iris system that is utilized for some type of user access (physical or logical); we report the resulting accuracy when the FAR and the FRR are equal. Verification rate is equal to 1-FRR, and gives indication of the percent of genuine matches that are correctly identified. A direct comparison of performance of RED and the Masek algorithm on both the Bath 2000 and CASIA I databases is included in Figure 7. Note that the Masek algorithm is tuned to the CASIA database, while the RED algorithm is tuned to the Bath 2000 database. The results when RED is applied to all four databases are shown in Fig. 8.

VI. CONCLUSIONS[image: Fig8]
Figure 7: Performance of RED and Masek algorithms on Bath 2000 and CASIA I database.

	A new iris recognition algorithm was presented that can serve as an alternative to commercial algorithms. It incorporates local statistical analysis in segmentation and uses the direction of the ridge patterns that appear in the unwrapped iris in the feature extraction process. The performance results were comparable to the Masek algorithm for the 2000 image Bath database and the CASIA I database, although each had better performance on the database it was tuned to. The results using the ICE and Bath 32,000 image database were encouraging, as these databases consisted of images encompassing wide ranges of quality in terms of focus, illumination, distance to the camera and occlusion[image: Figure7]
Figure 6: ROC curve for RED applied to 2000 image Bath database.
[image: Fig9]
Figure 8: RED performance results for four databases.

	This method carries with it several assumptions. First, it is assumed that the iris images are orthogonal, such that the eye is looking directly at the camera. In conjunction with this, it is assumed that the pupil and the limbic boundary of the iris is circular, which is not always accurate. The eyes are assumed to be wide open in that the presence of eyelids or eyelashes within the determined boundaries of the iris is not considered when extracting the ridge features, which serves to detriment the system performance.
	Overall, the algorithm has several areas that can be addressed to improve performance; these are discussed in the next section. Considerable gains in performance are expected with these modifications.
	 
VII. FUTURE WORK

	The RED algorithm is still under development. Several modifications are scheduled for near-term improvement, some of which have been alluded to in this paper. Specifically, in the next year the following features are to be incorporated:
· Eyelid detection—the current segmentation assumes that the pupil and iris are circular, and all portions of the iris image within the inner and outer boundaries are used to generate the template (as long as there is a sufficient strong ridge in any given pixel location). 
· Weighted Hamming distance matching—based on portions of the iris that contain the most distinctive information; the Hamming distances in various portions of the template can be weighted differently in determining the similarity score between two templates [13].
· Neural network segmentation—using a neural network to determine which pixels are iris and which are non-iris in an iris image, based on local statistics.
· Neural network matching—using a neural network to provide a similarity score for matching, from which a recognition decision is determined.
· Off-Axis recognition—an elliptical fit to the inner and outer boundaries and rotation of the off-axis image to on-axis prior to feature extraction.
· Hardware acceleration—use of FPGAs and/or commodity graphics boards to speed execution of segmentation (the most time consuming portion of the RED algorithm) and matching to large databases.
The authors expect that with the incorporation of the above modifications, the RED algorithm will continue to improve, and further testing will be accomplished with additional databases.
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