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1 Requirements

Due Date The term paper is due in class not later than 3 December, 20th@ugh
you may hand it in earlier if you wish to do so. A semi-randomizschedule for
presentations will be posted on the web site. Time slotsval® minutes for the
presentation and five minutes for questions and answers.

Format Papers must be double-spaced (%I‘f & 11" paper using a font between 10
and 12 points in size, inclusive, with margins of at Iea%’f. bn all four sides in order
to facilitate my reviewing them. Papers must be between 30@05000 words in
length (12—-20 pages), not counting the title page, headiiigsres, tables, listings,
or mathematics. | encourage—but do not require—you to A& lto format your
papers. Here is a link to get started, if you choose to go thiter

http://www.usna.edu/Users/ee/cameronc/Miscellaneous/LaTeX/LaTeX.html

Organization Organize your papers so that it is clear from the introductibat it is
you are writing about and clear from the conclusion what thpdrt of your research
is. Use mathematics, figures, tables, and program fragnasniecessary to clarify
your exposition. Include a title page with your name on it. i put your name on
any other pages. Acknowledge all your sources in your bjotiphy—even those that
relate to oral conversations with classmates, friendsttaers.

2 Topics

The permissible topics are listed below. Other topics maydas with my permission,
provided you seek it in writing not later than 1 October, 2010

e As the feature size of integrated circuits shrinks, the ibilgg of errors in pro-
cessing may increase. For example, single-event upseteddy gamma rays
may change the contents of a memory cell in an unpredictable Whe prob-
ability of such events increases as the size of a memory legiiks. Another
consequence of decreasing feature size is the increassibipipsof a defect
in a transistor when the die is produced. Even if such defdztisot appear or


http://www.usna.edu/Users/ee/cameronc/Miscellaneous/LaTeX/LaTeX.html

are not detected at the time the integrated circuit is marufed, they may be
induced by metal migratioafter manufacture. Discuss how various schemes for
high reliability such as fault tolerance and redundancyhtiige used to compen-
sate for such problems. Consider the effect these measunad Wwave on the
available chip real estate.

Error-correction circuitry such as parity-bit detectiamdeHamming codes with
single-error correction and double-error detection hasenbused in memory,
disk storage, L1 cache, L2 cache, and even in registers. ugssthe effects
that using such schemes would have on the management of argnki@@rchy

and on cache policies such as write-back or write-throughvenite-allocate or

write-no-allocate. Also discuss the trade-offs entailgdheir use. How would

multicore chips be affected? How feasible is it to use estbbing techniques
in which the entire memory or cache is repeatedly examinesifigle-bit errors

before double-bit errors occur? Consider the rate at which Scanning can
occur compared to the rate of occurrence of bit errors, lgggtire regard to the
size of the data structure being scanned.

Broadly speaking there are two different ways in which cotaparchitects have
taken advantage of the increased number of transistorcémafit on a chip.

They can increase the number of processor cores on the cthipyocan increase
the number of system functions such as memory controll&sbuis interfaces,
network interfaces, and cache controllers or the amourmadfesdevoted to level-
1 and level-2 caches. When they choose to use more processsr some of
the system functions will need to be implemented off chip. Witiney choose to
implement the system functions on the chip, the number afga®sor cores will

be reduced. Explore the trade-offs associated with suciceso

Discuss the suitability of wormhole routing to the problefrgetting multiple

cores on a single chip and on nearby chips to cooperate with @er. How
might such routing be used to support multithreading? Qlemdiow deadlock
might arise and how it might be broken when a ring-topologysed. Consider
the same problem when a toroidal topology is used. Considérd, when a
mesh-topology (like a torus, but lacking wrap-around ljnksused. What exist-
ing or historically existing systems actually use or havedusormhole routing?

The translation look-aside buffer is a high-speed cachd tséranslate a pro-
gram’s virtual addresses into corresponding physical egtdrs. The memory
cache for holding the retrieve result uses low-order addoés for indexing into
a cache line and high-order bits for determining which lif¢he cache should
hold the addressed memory data. The cache also uses sonetofthorder
bits as tags for identifying the contents of a particulatheakine. The tags and
the line indices typically employ the same type of addres&ather they both
use virtual addresses or they both use physical addresgésidiéchemes are
possible, however, in which one of them uses virtual adéseard the other uses
physical addresses. Discuss the trade-offs associatedheitvarious combina-
tions of these schemes. Consider such factors as the sike othe, whether



or not the cache must support multiprocessor coherencerpnoicessor com-
munication via shared memory, context switching, and camiieies such as
write-through and write-back.

The speed of processors has been increasing at a great dase &as the ca-
pacity of disk drives. However, the latency and bandwidtdisk drives has not
been increasing at a rate commensurate with the increageedof the pro-
cessors that access them. Discuss techniques that mitigatiésparity between
processor speed and disk-drive latency and bandwidth.

The Standard Performance Evaluation Corporation (SPEM)taias bench-
marks for computer manufacturers to use in order to chaiaet¢he perfor-
mance of their processors. The benchmarks, however, aret¢drat scientific
and desktop processors, not at digital signal processatearedded micro-
controllers. As a consequence it can be hard for designemsat@ effective
comparisons between different processors in the lattercategories. Discuss
the reasons for this and what might be a reasonable approaSIPEC to take to
rectify this deficiency. What is the basis for comparison leesuch processors
as things stand now? How meaningful are comparisons basttksa factors?

In the 1980s researchers explored the use of reduced itisirigets in order

to facilitate the use of pipelining to obtain higher rateshughput. At the

time, such processors often had the highest execution oatasy processors
then available. In the 1990s came the development of suglarserocessors.
Although some of these were based on the use of reduceddtistrisets, others
employed complex instruction sets. Today, some of the $astécroprocessors
use complex instruction sets. Discuss the factors that rfagleshift possible.

What innovations did the manufacturers of complex instamcget computers
(CISC) introduce to accomplish this? What motivated themot@?l What were

the trade-offs that they considered? What are the consegsiémrcusers of these
processors today? How does the issue of power dissipaismiarthis context?
Why could the makers of reduced instruction set computerSCRhot make

even faster processors?

Two unconventional approaches to the design of cache mesare the use of
victim caches and stream caches. Describe the situations in which they might
be useful and provide improved performance. What trendshare that beg for
other novel approaches to the design of cache memories?idéot®w these
various caching schemes work both with single processadswaiih multiple
processors trying to synchronize their caches.

Compare and contrast the techniques and performandeaa€h prediction,
speculative execution, andpredicative [not predictive] execution.

Two fundamentally different approaches to connecting ggsors together entail
the use of busses, on the one hand, or switched interconoedise other hand.
Discuss the advantages and disadvantages to both. Cosisigdgions where the



processors are close together or far apart, fast or slosterked or widely sep-
arated, and heterogeneous or homogeneous. How does tha déprocessors
and systems vary as a function of the choice of interconmeetpproach.
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