A Crash Course in SPSS Data Analysis
by Matthew Baker

March 18, 2003

Opening SPSS:

Do this now by double-clicking on the SPSS icon.  When you open up SPSS, in some cases a “getting started” wizard appears. Simply click the cancel tab here.  You should now be looking at the SPSS data editor; it looks like this: 
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Reading in Data:

Once you have gotten to this point, you must read in your data. I’m assuming you’re your data is in Excel spreadsheet format.  This is perfectly fine, but make sure at this point that each variable starts listing actual observations in the second row, directly below the variable name.  

Next step: Go to the “File” tab at the top of the data editor screen pictured above, and select “Open.” Of the menu options under “Open,” select “Data.”  You should now have available to you an “open file” box.  The first thing you want to select a file type matching the way you’ve typed in your data (presumably, this is as an excel spreadsheet). Once you’ve selected this file and opened it, you will be confronted with the following menu positioned over your SPSS screen: (next page)
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This menu allows the data program to read variable names from the first row of data. Place a check in the box, and leave the area next to “Range” blank. Invariably, something like the following pops up:
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Note that this is labeled as an output file, and that is in fact what it is. The stuff in the box simply tells you how well your try at reading in the data went. In my example, some of my variable names conflicted, and the log file pictured above is telling me that it has renamed these variables appropriately. A note of caution: before doing anything else, you should now check your data and be sure that the SPSS data editor has read the variables in correctly. After closing the output file (do not worry about saving the output) you can then look at your data to see if it makes sense. My sample data looks as follows:
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The data is from a project I did analyzing the performance of baseball players based on team organization in 1871. My variables consist of both names and numbers, and, by clicking on the “Variable View” on the lower left-hand side of the screen, you can see whether or not SPSS recognizes the distinction. Clicking on this tab gives something like this:
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This displays the names of my variables, along with the variable type (either “String” or Numeric” in my case. The reason I mention this is you should check here to make sure all of your numeric variables are labeled as such. Otherwise, they will not work in regressions. To change a variable type, simply click on the variable type of a particular variable, and a small pull down menu will appear that allows you to change the variable name. 
Data analysis:

You may not quite believe it, but you are now ready to analyze your data. The first thing you should do is get some summary statistics for the variables you are interested in analyzing (remember how most of the examples of research we looked at presented such summary statistics). Summary statistics such as means, minima, and maxima are helpful in familiarizing others with your data.  

To show summary statistics, choose the “Analyze” tab from the data editor menu (you can see it on the previous screen shot), and from this menu select “Descriptive Statistics,” and from the “Descriptive Statistics” menu, select “Descriptives.” Once you’ve done this, you should see a pop-up menu that displays all of your variables listed in a little box that looks like this:
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Here, you can select the variables you wish to compute summary statistics for. Notice that not all of my variables are listed here; SPSS will only present variables that it has read in as numeric (this is why we checked this before)! Using this box, you can select all the variables for which you want descriptive statistics by clicking on the variable and then the directional arrow.  Clicking “OK” will give you simple descriptive statistics for the variables you selected: means, maxima and minima, and standard deviations. The output file looks like this (next page):
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It reports the number of observations in your data set, along with the minimum value of the variable, the maximum value of the variable, the mean, and the standard deviation of the variable.  You can either save or print this output and use it in your paper.

It is also helpful to plot observations and see if there are any unusual data points in your data set.  This can also help inform you of any mistakes you made when keying in data.  The graphing utility from the data editor can be used to do this. For example, by choosing “Graphs” from the output screen displayed above, you are confronted with a variety of graph options. For example, if you select “Scatter” off the graph menu, you are then confronted with the following menu:
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If you choose the “Simple” option, you get the following:
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You now must choose a Y variable and an X variable. Using my sample data, I chose “average,” the player’s batting average, and “exper2,” the player’s years of experience in baseball, and got the following:
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The result isn’t too illuminating. Perhaps you will get a little bit more out of the simple scatterplot!

Running a regression:

To run a regression, choose “regression” from the “analyze” menu.  Choose “linear” from the regression menu and you’re ready to go.  The regression menu which then appears asks you to select a dependent variable and a bunch of independent variables. It looks like this:
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By selecting a variable and clicking the arrow, you can put the desired dependent variable in the necessary place, along with any variables you wish to include as independent variables. I selected “average” as my dependent variable, and chose “exper1” and “exper2” as my dependent variables (two different measures of experience). Ignore the area where it says “selection variable” and “case labels;” we do not need these options. 


This resulting output file usually has more information than you need, in four classes: the first half of the output looks like (next page):
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This simply tells you what your variables are, and gives you basic model performances statistics. The one we are usually interested in appears in the “R Square” column. Evidently, my two experience variables do not predict average well at all. The second half of the regression output looks like this:
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I suggest ignoring the entire “ANOVA” box above. The information there is redundant. The information you are really interested in here appears in the “Unstandardized Coefficients” column, the “Standardized Coefficients” column, the “t” column, and the “Sig” column. The “t” statistics tell you how significant your variables are, as we discussed in class, while the “B” column gives you your estimated coefficient. 


When reporting information from your regression, I suggest taking out the R-square, t, and B variables and putting these in a separate table. From these three things, you can tell everything else that we would like to know about the regression. 


 Just a few reminders:

1. the closer to 1 R2 is, the more of the variation in the dependent variable you’ve explained.  
2. The far right-hand column of the “coefficients,” in the section labeled “Sig” tells you the probability that your estimated coefficient is equal to zero.  The smaller this number, the better.  This number is the result of doing a simple T-test on the coefficient.  The T-value is the estimated coefficient divided by the standard error; if you prefer, a good rule of thumb is that the larger a coefficient’s T-value, the better.  A good rule of thumb is that a T greater than 2 indicates some significance.
3.   You should experiment with different regressions, dropping insignificant variables and adding new ones, until you get a good combination of high overall explanatory power (high R2) and significant coefficients (high T-values for the dependent variables).

Some other points of interest:

Transforming variables: many of you may wish to compute new variables from your data.  This can be done directly in SPSS using the “transform” menu and selecting “compute” on this menu.  To transform a variable, you first need to create a new name for the variable that you can enter into the “target variable” area.  Most simple formulas can be keyed directly into the transform window.  For example, if you have a variable called “population” and a variable called “area” and you wish to use these to create a variable called “population density” key in a name such as “popdens” in the “target variable” area, and then, in the window to the right of the target variable area, type population/area.  Hit OK, and you’re done.  Similarly, we could create logpop, the logarhythm of population, by putting “logpop” in the “target variable” area, and then typing “ln(population)” in the formula area.

Presenting your results:

Let me remind you that the best way of presenting your results is to follow what others have done. Choose a journal article (one of the ones we looked at in class should do) and construct your tables presenting regression results as they have done in the journal article.  This will keep your work neat, and people who read your paper will find the format familiar.

Good luck and don’t hesitate to ask for help!

