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SM339 –Practice Quiz 5
04/03/07
Instructions:

NOTE: Data for this quiz is in a separate Excel file, practicequiz5-data.xls.

Rename the document with your alpha code. Put your name and alpha in the top rows of this document Leave the other rows empty – they are for your scores. Save your work to your local PC after finishing each problem.

Email me your quiz before you leave. 

Enter your answer directly in the Word document following the given question.

FIRST, give an answer to the question in one or more simple, direct English sentences. 

THEN, give supporting documentation. This may be in the form of Matlab code or calculator entries.

1. The tab Q1 shows the ANOVA table for two regressions. We are trying to determine what factors affect the cost of a house. Both regressions used square footage to estimate the cost of a house. The first regression also used the distance from the center of the nearest town. Based on this, after allowing for square footage, does distance from town have an effect on price?
Answer: 
> Partial F=3.58 and the p-value=.0756. The p-value is in the gray area between 5% and 10%, so there is some evidence that distance has an effect on price.
2. Tab Q2 contains data from a salary survey. The first 3 columns give the current salary, original salary and # of months at the firm. Col D is the average raise per month. We wish to know how Col D depends on (some of) Cols E-H. Which of Sex, Age, Education and Experience would seem to have an effect on Col D? 
Answer: 

>Regressing on all 4 vars gives F=13.15, so D depends on at least some of the other cols. Partial F for each X variable suggest that Experience does not have an effect. Similarly, Educ and Sex do not appear to have an effect. The only variable that seems to have an effect is Age.
>> ssa

ssa =

        13430            4       3357.5       13.151
        22466           88        255.3  1.9376e-008

        35896           92       390.17            0

>> b./sdcoeff

ans =

        5.965

      -1.8542

      -2.4359

       1.3194

     -0.91244
>> b./sdcoeff
% leaving out Experience

ans =

       6.6949

      -1.6344

      -5.7159

       1.2974
>> b./sdcoeff % leaving out Educ

ans =

       16.908

      -2.0837
      -5.9624

>> [b,ssa,sdcoeff]=mregr(x,y);
% leaving out Sex

>> b./sdcoeff

ans =

       16.482

      -6.6224

>> ssa

ssa =

        11674            1        11674       43.856
        24222           91       266.18  2.4164e-009

        35896           92       390.17            0

3. Referring to tab Q2, consider Col D to be a function of Experience only. Is there any evidence that this relationship is nonlinear (i.e., quadratic)?  
Answer: Partial F for the quadratic term is 1.32^2, which is small. There is no evidence that the relationship is other than linear.
>
>> x=d(:,5);x=[x x.^2];

>> [b,ssa,sdcoeff]=mregr(x,y);

>> b./sdcoeff

ans =

       20.215

      -2.8253

       1.3222
>> x=d(:,5);

>> [b,ssa,sdcoeff]=mregr(x,y);

>> ssa

ssa =

         7429            1         7429       23.748

        28467           91       312.82  4.6224e-006

        35896           92       390.17            0

>>

4. Tab Q4 contains data on Calc2 grades. We think that we can evaluate Calc1 instructors by comparing the Calc2 grades of their students. However, it is possible that Calc2 instructors might also vary in their grading. In this data, we want to know if there appears to be a difference among the Calc1 instructors after allowing for differences among Calc2 instructors. Note that Calc1 and Calc2 instructors are not necessarily the same people. Both groups have simply been coded as 1-3 or 1-4. Assuming that there is a difference among the Calc1 instructors, give a 95% confidence interval for the difference between Calc1 Instructor 1 and Instructor 3. .     
Answer: 

>>> SSA1 is for the regression using indicators for both Calc1 and Calc2. SSA2 uses indicators for Calc2 only. Partial F between them is 47.82 which is very large. Thus, there we can be quite sure there is a difference among these Calc1 instructors. A 95% confidence interval for the diff between Calc1 instr #1 and instr #3 is (5.0711, 11.129), since that is what the second coefficient measures. The value of the second coeff is 8.1, which indicates that students of instr#1 do about 8 pts higher than students of instr#3, all else being equal.
ssa1

ssa1 =

       2276.2            5       455.24       42.274

       258.45           24       10.769  3.9501e-011

       2534.7           29       87.402            0

>> ssa2

ssa2 =

       1246.1            3       415.38       8.3817

       1288.5           26       49.558   0.00046018

       2534.7           29       87.402            0

>> pf=(ssa2(2,1)-ssa1(2,1))/2 /ssa1(2,3)

pf =

       47.82
>> bisect(@(d) tprob(d,sdcoeff(2),24,b(2),99),.025,-20,20,.00001)

ans =

       5.0711

>> bisect(@(d) tprob(d,sdcoeff(2),24,-99,b(2)),.025,-20,20,.00001)

ans =

       11.129
5. In the study in #4, it could be that the styles of different instructors might better suit some students than other. Discuss how we could analyze data such as in #4 to determine if students who do well with a particular Calc1 instructor might then choose their Calc2 instructor.     
Answer: 

> We could have included the interaction terms in the model. If these are significant (using partial F), then the comparison of Calc2 instructors depends on which Calc1 instructor you have. You could look at the interaction coefficients for the particular Calc1 instructor you have. If one of the Calc2 coefficients is largest, then that’s the instructor you should have. If all the coefficients are negative, then you should take Calc2 instructor #4 because that’s the instructor whose indicator was left out.
