	Name:
	

	Alpha
	

	1
	

	2
	

	3
	

	4
	

	5
	

	6
	

	7
	

	8
	

	9
	

	10
	

	Final
	


SM339 –Practice Final
05/03/07
Instructions:

NOTE: Data for this quiz is in a separate Excel file, practicefinal-data.xls.

Rename the document with your alpha code. Put your name and alpha in the top rows of this document Leave the other rows empty – they are for your scores. Save your work to your local PC after finishing each problem.

Email me your quiz before you leave. 

Enter your answer directly in the Word document following the given question.

FIRST, give an answer to the question in one or more simple, direct English sentences. 

THEN, give supporting documentation. This may be in the form of Matlab code or calculator entries.

1. Growth in our town has strained the sewage system. We conduct a poll to see what people think ought to be done. Q1 shows the results, by political party. Discuss the relationship between political party and how to deal with the sewage problem.
Answer (text): 
· Using the Chi^2 test, the p-value is 0.2424. This is not evidence of a difference between parties on how they would deal with the sewage problem. 

· Had there been differences, we could have looked at (obs-exp)./exp to see patterns. Then we could use cpool or rpool to combine rows or cols that look similar. Remember to leave df at their original value.
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Matlab output: 
> obs =

    31    18    15

    18    26     9

    22    21    10

>> [y,expt,c2a,rsum,csum]=rbyc(obs);

>> y

y =

    5.4701

>> chiprob(4,y,99)

ans =

    0.2424
2. We are interested in the effect of exercise on depression. Q2 shows data on a number of subjects, including how many minutes of exercise per week, sex and whether or not the subject suffered from depression. (1) Ignoring the effect of sex, what effect, if any, does exercise have on depression? (2) Is the effect the same for Males as for Females? 
Answer (text): 
· (1) The two-sided p-value (approx) for exercise is 0.943. There is no evidence that exercise has an effect.
· (2) Using just exercise, Dev=107.9632. Including male and male.*exercise, Dev=106.2703. The p-value for the change in deviance (2 df) is 0.43. So there is no evidence that the effect is different for Males and Females.
----------------------------------------------------------------------------------------------
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Matlab output: 
> >> y=d(:,1);male=d(:,2);ex=d(:,3);

>> x=ex;

>> [b,dev,stats]=glmfit(x,[y ones(size(y))],'binomial','logit');

>> b./stats.se

ans =

   -1.6375

   -0.0715

>> stats.p

ans =

    0.1015

    0.9430
----------------------------
>> stats1.dev

ans =

  107.9632

>> stats2.dev

ans =

  106.2703

>> devchange=stats1.dev-stats2.dev

devchange =

    1.6930

>> chiprob(2,devchange,99)

ans =

    0.4289

3. Refer again to Q2. Compare the exercise habits of Males and Females.  
Answer (text): 
> Regressing with Y=Exercise and X=Male, the p-value is 0.753. The coefficient of Male is -.7677. A 95% confidence interval for the difference is (-5.6, +4.06), which includes 0. So there is no evidence of a difference between Males and Females in terms of exercise.
----------------------------------------------------------------------------------------------
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Matlab output: 
> ssa =

       13.531            1       13.531     0.099739

        12752           94       135.66      0.75284

        12766           95       134.38            0
>> b(2)

ans =

      -0.7677

>> bisect(@(d) tprob(d,sdcoeff(2),94,-99,b(2)),.025,-5,5,.00001)

ans =

       4.0588

>> bisect(@(d) tprob(d,sdcoeff(2),94,b(2),99),.025,-9,5,.00001)

ans =

      -5.5942

>>
4. We get raw materials for pet food from 4 different suppliers. Q4 gives summary statistics for the protein content from samples from each supplier. Compare the protein content from the different suppliers.     
Answer (text): 
· Using the given data as “sumstats”, the p-value is 0.4. This is not evidence of any difference among the suppliers. 
· Had the p-value been small, we would have used the Bonferroni method to compare the various pairs of suppliers.
----------------------------------------------------------------------------------------------
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Matlab output: 
> >> [f,pv,ssa]=aov1(sm)

f =

       1.0075

pv =

      0.40178

ssa =

       18.029            3       6.0097

       196.85           33       5.9652

       214.88           36       5.9689

>>
5. We have 4 different meters we wish to compare. We use each meter to measure a standard solution (the same for each meter). We also think that temperature might affect the results, so we repeat the measurements at several different temperatures. The results of the measurements are in Q5. Does there appear to be a difference among the meters? If there is a difference, is it the same across the different temperatures?    
Answer (text): 
· Partial F=13.4 and the p-value is 2.8262e-006, so there is definitely a difference among the meters. We could find confidence intervals for the coefficients to say how much difference there might be.
· Including cross products to test for interaction, the p-value is 0.026, so there DOES appear to be an interaction, i.e., the comparison between meters is not the same for different temperatures.
----------------------------------------------------------------------------------------------
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Matlab output: 
> >> y=d(:,1);imeter=indicat(d(:,2));itemp=indicat(d(:,3));

>> imeter(:,1)=[];itemp(:,1)=[];

>> x=[imeter itemp];

>> [b,ssa,sdcoeff]=mregr(x,y);

>> ssa1=ssa

ssa1 =

       96.921            5       19.384       8.7789

       92.737           42        2.208   9.181e-006

       189.66           47       4.0353            0

>> x=[itemp];

>> [b,ssa,sdcoeff]=mregr(x,y);

>> ssa2=ssa

ssa2 =

       8.1464            2       4.0732       1.0098

       181.51           45       4.0336      0.37239

       189.66           47       4.0353            0

>> pf=(ssa2(2,1)-ssa1(2,1))/3 / ssa1(2,3)

pf =

       13.402

>> pv=fprob(3,42,pf,99)

pv =

  2.8262e-006
>> x=[imeter itemp xprod(imeter,itemp)];

>> [b,ssa,sdcoeff]=mregr(x,y);

>> ssa3=ssa

ssa3 =

       126.16           11       11.469       6.5019

       63.501           36       1.7639  8.0746e-006

       189.66           47       4.0353            0

>> pf=(ssa1(2,1)-ssa3(2,1))/6 / ssa3(2,3)

pf =

       2.7624

>> pv=fprob(6,36,pf,99)

pv =

     0.025924

6. Q6 includes data from a survey of different bird habitats. Find the best model for bird density in terms of the other variables.     

Answer (text): 
> Using all 3 variables, F=14.8 and PV=0.026, so Birds depend on at least one of the 3 variables. Partial F for Density is smallest, so we omit that first. Partial F for Water is then also small. The resulting model involves Age only. The p-value for this model is 0.035.
----------------------------------------------------------------------------------------------

----------------------------------------------------------------------------------------------


































Matlab output: 
> >> y=d(:,1);dens=d(:,2);age=d(:,3);water=d(:,4);

>> x=[dens age water];

>> [b,ssa,sdcoeff]=mregr(x,y);

>> ssa1=ssa

ssa1 =

       260.33            3       86.776       14.835

       17.549            3       5.8496     0.026373

       277.88            6       46.313            0

>> b./sdcoeff

ans =

        2.812

      -2.5613

       6.5282

      -2.7632

>> % omit density

>> x=[age water];

>> [b,ssa,sdcoeff]=mregr(x,y);

>> b./sdcoeff

ans =

       1.0599

       3.9205

      -1.8713

>> % omit water

>> x=[age];

>> [b,ssa,sdcoeff]=mregr(x,y);

>> ssa

ssa =

          173            1          173       8.2475

       104.88            5       20.976     0.034918

       277.88            6       46.313            0

>>
7. In Q6, a theory says that there is an optimal tree density for birds. That is, bird density is not simply a linear function of tree density. Does this data support that theory?    

Answer (text): 
> Using both Density and Density.^2 (but not the other variables), partial F for the quadratic term is small, so there is no evidence that the relationship is other than linear.
----------------------------------------------------------------------------------------------
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Matlab output: 
> >> x=[dens dens.^2];

>> [b,ssa,sdcoeff]=mregr(x,y);

>> b./sdcoeff

ans =

     -0.96498

       1.2467

      -1.2764

>>
8. Samples of two species of oak lumber are subjected to high heat for different periods of time, after which, their tensile strength was measured. Q7 contains the results for the samples. Is there evidence that the effect of time is the same for both species? (Assume that the effect is linear.)    

Answer (text): 
> We compare two models: One has only Time. The other has Time, Species and Species.*Time. Both models are quite significant. Partial F is 10.567 and the p-value is 0.00092139, so we can be quite sure that the effect is different for the two species.(Looking at b./sdcoeff, it appears that the difference is in the intercept, not the slope.)
----------------------------------------------------------------------------------------------

----------------------------------------------------------------------------------------------


































Matlab output: 
> >> y=d(:,1);t=d(:,2);sp=d(:,3)-1;

>> x=t;

>> [b,ssa,sdcoeff]=mregr(x,y);

>> ssa1=ssa

ssa1 =

       26.431            1       26.431       19.127

       27.638           20       1.3819   0.00029389

        54.07           21       2.5747            0

>> x=[t sp sp.*t];

>> [b,ssa,sdcoeff]=mregr(x,y);

>> ssa2=ssa

ssa2 =

       41.357            3       13.786        19.52

       12.712           18      0.70624  6.8675e-006

        54.07           21       2.5747            0

>> pf=(ssa1(2,1)-ssa2(2,1))/2 / ssa2(2,3)

pf =

       10.567

>> pv=fprob(2,18,pf,99)

pv =

   0.00092139
9. Many articles in medical journals are based on a sample of patients available. This means that there might be differences between the Control group and the Treatment group that might affect the results. Consequently, most such articles begin with a table that compares the two groups on a variety of factors that could affect the outcome, such as age, sex and pre-existing conditions. For each of these factors, they compute a p-value for the difference between Treatment and Outcome. If some factor has a p-value less than 5%, it is noted in the table and often in the text as well. Does this accomplish what the authors intended? How could the sample size cause this approach to be misleading?    

Answer (text): 
· (1) The concern about differences between Treatment and Control groups has to do with the SIZE of the difference, NOT how sure we are that there is SOME difference. P-values measure how sure we are that there is SOME difference and does not (directly) address the possible size of the difference. 
· (2) For the same size difference, as N increases, the p-value decreases. Thus, if the two groups are very large, then a fairly small difference would lead to a significant p-value, while the same size difference would not be significant for a smaller sample size.

10. We saw this semester that multiple linear regression contains the two sample t test and oneway ANOVA as special cases. Discuss some of the advantages of thinking of these methods (t test and ANOVA) as a special regression problem. What are the advantages of the original approach to t tests and ANOVA (rather than as a special regression problem)?    

Answer (text): 
· (1) We have a single method for working several types of problems. Further, it is easy to see how to extend to problems like ANACOVA.
· (2) If we are given summary statistics instead of the original data, then we cannot use regression methods. 







