Principal Components Analysis – Example
04/19/07 – John C Turner

This data is taken from Methods of Multivariate Analysis by Alvin C Rencher. The data was collected by G. R. Bryce and R. M. Barker (Brigham Young University) as part of a study about the design of football helmets.

The measurements are described below.

	Group
	1=HS, 2=College football, 3=College non-football

	WDIM
	head width

	CIRCUM
	head circumference

	FBEYE
	front to back at eye

	EYEHD
	eye to top of head

	EARHD
	ear to top of head

	JAW
	jaw width


In an earlier analysis, the author concluded that Group1 (high school) was different from Groups 2 and 3, so we will only use Groups 2 and 3 in PCA.

The covariance matrix is

	0.370
	0.602
	0.149
	0.044
	0.107
	0.209

	0.602
	2.629
	0.801
	0.666
	0.103
	0.377

	0.149
	0.801
	0.458
	0.011
	-0.013
	0.120

	0.044
	0.666
	0.011
	1.474
	0.252
	-0.054

	0.107
	0.103
	-0.013
	0.252
	0.488
	-0.036

	0.209
	0.377
	0.120
	-0.054
	-0.036
	0.324


The eigenvectors of the covariance matrix are

	0.731
	0.168
	-0.443
	0.422
	0.142
	0.207

	-0.238
	0.330
	0.131
	-0.084
	0.219
	0.873

	0.358
	-0.768
	0.382
	-0.121
	0.231
	0.261

	0.113
	-0.164
	-0.173
	-0.173
	-0.891
	0.326

	-0.235
	-0.114
	0.355
	0.867
	-0.222
	0.066

	-0.460
	-0.483
	-0.697
	0.135
	0.187
	0.128


With eigenvalues

	0.0879
	0.1565
	0.3247
	0.4761
	1.3743
	3.3234


If we sort the eigenvalues, we can find out what percent of the total variation is accounted for by them.

	e-value
	3.3234
	1.3743
	0.4761
	0.3247
	0.1565
	0.0879

	Pct 
	0.5787
	0.8180
	0.9009
	0.9575
	0.9847
	1.0000


The first 2 eigenvalues account for 82% of the total variation and the first 3 account for 90% of the total.

We can compute the first two principal components of the data and plot them.

>> d2=dt-ones(size(dt))*diag(mean(dt));
>> pc2=d2*v;
>> plot(pc2(:,6),pc2(:,5),'o');grid
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Note that there does not appear to be any correlation between the two components. Also, the horizontal axis (the first PC) has a larger range than the vertical (second PC.) We have reduced a 6 dimensional problem to a 2 dimensional problem and kept 80% of the “information.”

