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In Calculus I, we use Newton’s method to find a root (or “zero”) of a given function.  Although it carries Newton’s name, related examples go back thousands of years; for instance, the Babylonian Square Root Method gives approximations for √A by starting with an initial guess z0 and plugging that guess into the formula zn+1 = ½ (zn + A / zn).  Repeatedly cycling each new guess back through this formula produces better and better approximations for √A.
With the advent of computers, Newton’s Method has found new life.  Recall that the general formula for Newton’s Method calls for 1) making an initial guess at a root, z0, for a given function f, 2) following the tangent line to a better guess, z1, and 3) repeating Step 2 with each new guess until we’re happy that we’ve gotten close enough.  The general formula for the iteration is zn+1 = zn - f(zn)/f’(zn). 

For example, for the function f(z) = z3 - 1 and initial guess z0 = 2, these steps yield z0 = 2, z1 ≈ 1.4166, z2 ≈ 1.1105, z3 ≈ 1.0106…. Continuing, these numbers get closer and closer to the root at 1 (as seen in this picture).  
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However, if we push our analysis into the complex realm (treating i = √-1 as an actual number), then the function f(z) = z3 - 1 has three  roots, 1 and (-1 ±√3 i)/2, instead of just the single real root seen in the graph.  In fact, in the complex realm, any polynomial of degree n has a full cadre of n complex roots – this is the Fundamental Theorem of Algebra!  And, depending upon our initial guess for Newton’s Method, we could end up at any one of these roots – or worse yet, end up dividing by zero, or even just bouncing around forever!  With the help of computers, it is fun and easy to investigate which initial guesses will approach each different root – and the results of such investigations tend to be beautiful fractal objects.
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So implementing Newton’s method for the function f(z) = z3 - 1, where will any initial guess take us?  The answer is given pictorially below (on the left) – in this picture, each point in the plane represents a complex number.  The real part is given by the horizontal position and the imaginary part by the vertical.  Here, the points that eventually converge to the root z=1 are colored in blue, and all other points are left white.  
For even more fun, we use Newton’s method to search for roots of the exponential function f(z) = ez – 1.  This function has a real root at z = 0, and purely imaginary roots at z = 2nπ i, for all integers n.  Below (on the right), points that eventually converge to some root are colored in blue, and points that never converge to any root are left white.
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