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Abstract—In this paper, we present a review of various tactile sensors for robotic manipulators.  We present the basics of each tactile sensor as it comes into contact with an object and examine what information the sensor can provide relating to the objects characteristics.  We give an overview of how tactile sensors have been implemented over the years and present ideas for future research so that through multiple grasping attempts an optimal grasping solution can be obtained for many objects with varying characteristics.  We then present a complete overview of our project proposal from conception to completion.  The overall goal of this project will be to have a robotic manipulator successfully localize a target object, obtain visual data from the object and then perform various tactile manipulations to obtain enhanced object data.  Once all of the data is obtained it will be stored and displayed for comparison.  The robotic manipulator being designed will not be an entire arm.  Instead only the robotic hand will be fabricated to be mounted on the armature in the robotics laboratory.  For localization the manipulator will have an imaging sensor installed on the “palm” or base of the hand.  Feedback control techniques will be used to actuate the robotic arm to its desired position centered over the target.  The robotic manipulator in use will consist of four to eight fingerlike appendages that will have 2 joints.  Similar tactile sensors will be placed on alternating fingers to provide full 360 degree coverage of the target object.  This will enable each type of sensor to access any desired part of the object.  The deliverables we wish to achieve are object shape, hardness, texture and temperature.  We plan on achieving these deliverables through the integration of an imaging sensor, a force sensor, a temperature sensor and a sensor that is to be developed for surface characteristics.  The manipulator will be required to interact with the target on multiple occasions to produce a full model of the object.  The end product will be a sophisticated property map displaying the different characteristics of two visually similar target objects by fusing visual and tactile data.  
I. INTRODUCTION

Research in the field of robotic manipulator design is constantly evolving because the implementations of the designs are widely applicable in many real world situations.  Over the years, robotic manipulators have been used for various activities that include (but are not limited to):
· Lifting and transporting objects on an assembly line
· Prosthetics
· Robotic arms on space exploration vehicles and underwater recovery vehicles
· Pressurized hand sensors in space suits
· DaVinci Surgery

The reason these implementations were so successful is the ever increasing demand for smaller, higher resolution tactile sensors and further interest in providing robots with the dexterity and sensing that humans possess. [4] 

In order to provide robotic manipulators with the increased dexterity and sensing that researchers seek, it is necessary to stray away from the older rigid finger models. The older models do not allow the manipulator to apply normal forces over the entire object that is given.  Instead, the older models may only provide contact at a single point.  However, by adopting newer soft finger contact models, a stable, all-encompassing grasp can be achieved as the rigid object is contacted because the model deforms similarly to human fingers. [5]
A. Tactile Sensor

This is a device which has a set of arrays that can detect and measure an object contact force perpendicular to the object contact area. [2, 4]
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Fig 1: Active Tactile Sensor Structure for contact force distribution (piezo resistor) and hardness distribution (gas/diaphragm deformation), From [2]

1) Touch sensor
An initial sensor value is set and when contact is recognized the sensor value changes to zero.  This is commonly known as a capacitive change sensor.  When the capacitance value changes the sensor goes to zero.  The contact recognition completely relies on sensor sensitivity. [8]

2) Piezo-resistor


Piezo-resistors exhibit an increasing change in the electrical resistance of 
the material when placed under mechanical stress (Silicon is a preferred material 
because it produces an extremely large piezoresistive effect). [13]

3) Temperature sensor

Typically measures ambient air temperature and outputs a voltage that is directly proportional to the temperature. [8]


4) Force sensor 


The resistance of a force sensor with no force applied reads a set value 
depending on its range.  As the force increases the resistance falls and a voltage 
that corresponds to the input force is output through a voltage divider 
configuration. [8]

B. Tactile Image Sensor (Spatial Distribution Sensor)

This is a device which has a set of force or pressure sensor arrays often accompanied by a small camera and light source that can detect the object contact force and its force distribution. [13]
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Fig 2: Detection principle of the tactile image sensor with surface stress distribution on the diaphragm. (a) Initial state before object touching. (b) Sensing mode under object touching, From [1].
The strain on the elastic surface of the tactile image sensor can be determined by the repulsive force of air pressure on the backside of the sensor.  This is done through a computation of the air pressure applied to the backside of the membrane in combination with the deformation of the membrane  This method of air pressure applied to the back of the contact surface to determine strain stress is very useful in determining:

· Object hardness depending on the varying pressures
· Contact localization and multiple contact points
· Object force distribution from the stress change on the silicon surface.

This specific type of sensor is high cost compared to other models.  
C. Signal Conditioning (Interfacing)

The amplification, filtering, converting, and processing required to make various sensor outputs suitable for reading by a computer.
 

The remainder of the paper will proceed as follows:  Section II contains a discussion of the Rigid Finger Model along with its effectiveness and limitations with respect to object manipulation and detection.  Section III offers an overview of the Deformable Finger Model and how it applies the reconstruction algorithm to determine object characteristics.  Section IV proposes extensions on current methods of object manipulation seeking to optimize grasping on a variety of unknown objects.  Section VII contains our proposal for research including our problem statement, techniques to be used, expected deliverables, subsystem breakdown, and a best guess plan for completion of the project.
II. RIGID FINGER MODEL [4]

The rigid finger model for robotic manipulators utilizes basic force sensors to determine an object contact force and typically consists of two or three rigid fingers covered with rubber to provide friction.

[image: image3.emf]
Fig 3: Parallel rigid two-fingered hand, From [3]

Since this design approach utilizes rigid backed fingers, when the object comes into contact with the manipulator surface contact area is minimal.  This lack of contact area comes into play especially in the case of more rounded objects.  Unless the manipulator and the object fit together seamlessly (ie. the object is flat like the rigid sensor) the grip becomes a “point contact” and is very difficult for advanced manipulations.  In order to make this type of manipulator effective a predetermined object would need to be inspected and then the robotic gripper would need to be designed to the specifications of that certain object.  Although this idea works for programs such as assembly lines where parts do not change it is very impractical for many other applications. [4]  


The rigid finger model was one of the earlier designs for robotic manipulators and although effective for maneuvering flat surfaced objects, limitations were quick to arise, and they include:

· Poor shape recognition
· No contact depth or surface deformation resolution
· Lack of spatial resolution
· Poor contact localization
· Objects were limited in size 

These limitations and others made further development of tactile manipulators necessary.
III. DEFORMABLE FINGER MODEL & RECONSTRUCTION ALGORITHM [4]

In order to address some of the limitations from the rigid finger model, non-rigid fingertips were developed.  Instead of using a rigid backing covered with rubber for friction, a more sophisticated design method arose.  This method is based on the deformable finger model.  Deformable membranes were typically made out of latex.  Many latex membranes were tested using various fillings such as foam, rubber, powder and gel to determine which substance provided the best tactile results.  Gel-filled membranes showed the best overall performance for modeling the true sensing capabilities of the human hand.
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Fig 4: Deformable-membrane tactile sensor, From [4].
These object characteristics are found due to the constant pressure of the gel inside the membrane that allows the fingertip to conform to the object.  The conformability of the membrane to the object also increases the surface contact area and allows for improved grasp control during manipulation. [4]


The deliverables of the deformable finger model would not be possible without shape reconstruction of the membrane after object impact.  Shape reconstruction is produced by the “reconstruction algorithm,” which requires the latex membrane to be designed with known dot locations throughout its surface.  When the membrane is deformed by a contacting object the dots on the membrane deflect according to the different object characteristics.  Although much more effective than the rigid finger model, the reconstruction algorithm still has its limitations.  The main limitation being that the accuracy of the deformation and reconstruction depend on the spatial density of the dots on the surface of the membrane [4]

[image: image5.emf]
Fig 5: (a) Known dot spatial density display prior to object contact, From [4]. 

           (b) Deflected dot spatial density display after object contact, From [4].

The deformable membrane could produce tactile sensing results on various objects no matter the shape much better than any rigid design.  The gel-like, deforming membrane provides:

· Shape reconstruction of the object
· Object curvature discrimination
· High resolution contact depth
· Spatial resolution
· Multiple contact recognition
· Contact localization
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Fig 6: Soft finger contact model depicting how contact localization can vary for the same object, From [5]
IV. DISCUSSION

The methods shown in the previous sections suggest that robotic manipulators have undergone significant improvements in the last ten years and continue to improve today.  The transition from rigid fingertips to deformable fingertips allowed designers to further expand their research in the field of manipulators and continue attempting to duplicate the sensing and dexterity of a real human hand.

A. Reconstruction Algorithm
The example of the reconstruction algorithm, although very useful, is not developed to its full potential.  The algorithm must assume small scale deformations of the membrane.  If this is not the case, the resolution error becomes distorted and the membrane does not accurately represent the contact shape or depth.  The membrane can also cause error if it is not flexible enough to model the contacting object.  The reconstruction algorithm could be improved by making the size of the deflected dots smaller and improving membrane flexibility.  This would allow for smaller scale deflections to be detected with much less error. [4]

B. Optimal Grasping 
The idea of having a multi-fingered robotic manipulator with the capability to determine the optimum grasp for an object is very appealing.  This is especially true if the object can vary in shape, size, weight, texture, etc.  Unlike the rigid finger model, this manipulator would be capable of interacting with objects without ever requiring the exact object specifications prior to the initial contact between the two.  Therefore, instead of having a manipulator built to interact with a specific object, we would now have a universal manipulator capable of interacting with a wide range of different objects.

The problem arises in how to define the “optimal grasp” when the only information known about the object will be obtained from the sensors on the manipulator upon contact with the object.  The question is, should optimal grasp be defined through maximizing the surface contact area between the manipulator and the object, or should it be defined by maximizing reciprocal points of contact for stability, or should it be defined by some other parameter?
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Fig 7: Possible orientation of how to define “optimal grasp,” From [6]
V. FUTURE WORK
Future work for optimal grasping could entail designing a manipulator that would contact an object multiple times from multiple angles of attack to create a “mental picture” of the object before attempting maneuvers.  It would also be useful to have the system store previous successes and failures so that when objects of “familiar” shapes and dimensions are apparent the manipulator can correct for past failures or improve on past successes.  

Another feature that could be investigated for this type of robotic manipulator would be safety for the object being manipulated.  Given that there will be a wide variety of objects that interact with the manipulator the definition of optimal grasp will be extremely important.  However, the parameters that define optimal grasp for one object could not be the best parameters for an object of different characteristics.  Therefore, based on feedback from the sensors, the system may have to determine the different characteristics of the given object and apply which parameters are “optimal” for the determined object composition.

In addition to applying different parameters to varying object compositions, another safety feature that could be implemented is slipping correction.  After the manipulator has initiated maneuvers on the object, if the contact points or total surface area determined from the sensors begins to decrease, safety measures would need to be taken.  This reduction in contact area implies that the manipulator is losing its grip on the object.  In an effort to avoid damage to the object, the manipulator would need to immediately return the object to the control surface.

VI. CONCLUSION

Robotic Manipulators are widely applicable because they can be integrated with many other areas of research.  A tele-operation control system combined with a robotic manipulator (with the capabilities aforementioned) could change the life of someone who is paralyzed.  A collection of multiple robotic manipulators (again with the aforementioned capabilities) when combined with the idea of swarm robotics and centralized control could be extremely capable of completing any number of various task assignments.

VII. PROPOSAL FOR FURTHER RESEARCH
A. Problem Statement

Through our research we seek to develop an algorithm in conjunction with a tactile sensor that is capable of producing a visual property map for the surface texture/roughness characteristics of a desired object.  We also wish to provide object shape determined by an imaging sensor and then develop other property maps with tactile sensors to overlay the shape image.     
B. Statement of Work

i. Techniques
Computer vision will be used in this problem to initially localize and navigate the manipulator within a desired starting range of the target object.  We expect the manipulator to come to rest centered over the target in order to obtain object shape prior to tactile data collection.
Signal conditioning will be used in order to convert the physical quantities outputted by the tactile and image sensors to values that are readable by the computer.
Programming in MATLAB will be used to code the algorithm for the surface texture sensor as well as to develop a program function that will allow us to design the property maps.


ii. Outcomes and Deliverables


At the end of the fall semester we expect to have the hardware model of 
our robotic manipulator completed with tactile sensors mounted on the fingerlike 
appendages and a high-resolution camera mounted in the base of the manipulator 
for localization purposes as well as measuring object deflections.
At the end of the spring semester we hope to be able to display the basic target object shape on a computer screen, which then can be overlapped with a number of different property maps to provide object data such as temperature, hardness, and weight.  We also hope to contribute a tactile sensor with a corresponding algorithm that 
enables surface texture of an object to be determined. 

iii. Demonstration Plan/Facilities


For this project extensive access will be needed to the Robotics Laboratory.  A large portion of the project implementation is based around the use of the robotic armature in the lab.


To demonstrate successful implementation of our project we will look for coordinated interaction between all individual subsystems in sequential order.  We expect the robotic arm to first localize the target object using the mounted camera in the center of the base.  We would then like the robotic manipulator, given a user input to begin examining the target object and feeding back target data onto the computer display.  As target data is provided back to the computer and displayed any recognizable shape or property similarity between the target and the display will be considered a success.

The demonstration plan for the surface texture sensor will proceed as follows: After extensive testing on objects of known surface texture we expect to have different sets of data corresponding to various surfaces for simplicity we will break them into two categories here, smooth and rough.  We will then attempt to relate the data obtained from brushing, stroking and probing the surface to the previously collected results and through algorithm code hope the manipulator can distinguish between different surfaces.

iv. Subsystems

We expect our project design to contain six different subsystems.  Our first is the Sensor Subsystem, which will consist of all the sensors we plan on mounting on the robotic manipulator.  These different types of sensors we will use are force sensors, temperature sensors (possibly infrared), visual sensors (high-resolution imaging sensor) and a surface texture probe sensor that we will develop and implement.  We will define the Hardware Subsystem to have it in the large robot arm from the robotics laboratory and the robotic manipulator we design.  The Power Subsystem for the duration of our project will simply consist of wall power.  The Software Subsystem will contain a desktop computer, a keyboard, a display monitor, MATLAB, and the code we produce throughout the course of the project.  The Drive Subsystem will consist of the actuator which we choose to control the manipulator along with the actuator used to move the large robot arm in the robotics lab.  Lastly, the Interfacing Subsystem will contain the equipment needed to convert the output of the sensors to be stored in the computer.  We expect this to include, but not be limited to an analog to digital converter, and a frequency analyzer.



Our initial layout for the subsystems is as follows: the Sensor Subsystem will mount on the robotic manipulator which is within the Hardware Subsystem and will also be attached through multiple data wires to the Interfacing Subsystem.  The Hardware Subsystem will be mounted to the workstation.  The Power system will be electrically connected to the Sensor system, the Hardware system, the Drive system, the Software system and the Interfacing system.  The Interfacing system will also be attached to the Software system via data connections.  The Software system will be connected to the Drive system, Interfacing system and the Hardware system with data wires.

v. Functional Block Diagram


Since the specifications on all of these systems relies on the sensors that we will be researching in the opening weeks of the project power ratings and other such intricate details are to be determined at this point in time.
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vi. Completion Plan

In this project we will begin by researching multiple types of sensors to be implemented on our manipulator.  The types of sensors to be studied will include Force sensors, Temperature sensors, and Visual Sensors.  The research will be an in depth investigation of the state of the art of each type of sensor to include characteristics and capabilities to determine which will prove most acceptable for our project.  After the identification and acquisition of the desired sensors the next stage of our project will consist of the actual design of the robotic manipulator.  At this stage in our study we expect the manipulator to consist of a base with anywhere from four to eight 2-digit fingerlike appendages,  however, we have no knowledge of what material will be used to fabricate the design.  After the parts are identified the manipulator will be sent away to be built.  Since the manipulator specifications are now known we will be able to select an appropriate actuator to drive our system.  After actuator selection, but still while the mechanical system is under constructions we will focus our attention back to selecting an appropriate interface that will be capable of signal conditioning.  It is important to note here that the interface cannot be selected until we have determined what physical quantities will be output from the sensors.  Once we have learned how to incorporate our signal conditioner we will then connect the sensors through the interface to the workstation.  This will enable the sensors to be tested and calibrated to ensure they produce the desired results.

  When the manipulator returns from the shop we expect to have basic sensor testing completed.  The selected actuator will then be mounted on the manipulator to ensure it is capable of providing the necessary power to dexterously maneuver the fingerlike appendages.  The force and temperature sensors are then expected to be mounted on the finger portion of the manipulator, while a high resolution visual sensor will be set in the base or “palm.”

Once the main hardware portion of the project has been completed successfully we will turn our attention towards software development.  The first part of software development will consist of research on how to take the converted output of the sensors and display them as a three dimensional property map of a given object.  This will be used coordinate the positions between the fingerlike appendages and the display screen.  Next we will begin testing a high sensitivity tactile sensor which we hope we allow us to distinguish between the surface textures of known objects.  From the data outputted from these known objects we will then try to develop a code algorithm in MATLAB that will be capable of categorizing the surface texture of unknown objects.  Whether or not this portion of the project is successful we will then begin data collection on the other properties we wish to produce.  After collecting all of the data we will compile the information to produce highly accurate property maps of the target object.  
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C. Equipment/Parts List

The equipment and parts required for this project are a frequency analyzer (Provided by Prof. Avramov), a signal generator (Provided by Prof. Avramov), small electronic parts such as resistors and operational amplifiers, various tactile and imaging sensors, mechanical parts for manipulator construction and a  high-resolution camera (capable of measuring deflections on a scale of mm).
D. Requested Funding Estimate






FY-Fall semester

Midshipman travel:

N/A


Midshipman per diem: 
N/A


Consumable Supplies: 
Small Electronics approximately $50


Equipment (over $200):
Mechanical parts approximately $500


Equipment (under $200):
High-resolution camera approximately $200


Other contractual services:
N/A


TOTAL:


Approximately $750
E. Limitations

Some setbacks that could occur throughout the course of our research may include difficulty developing the computer interfacing to display the desired picture, difficulty developing the calculating algorithm for surface texture and cost/sensor constraints.  One of the main determining factors in the success of this project will be the robustness of the sensors especially while brushing/stroking the object in attempt to determine deflections in the object surface.  This is where sensor sensitivity will come into play along with the need for a high-resolution camera to be able to determine deformations in the object surface during probing.  
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