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Abstract—One of the main challenges in the decentralized implementation of mobile multi-robotic systems is the avoidance of collisions among agents and other obstacles in cluttered environments as well as the convergence of each robot to its desired destination. This paper presents a novel decentralized, cooperative navigation algorithm for a team of mobile robots based on the concept of cellular automata that is proven to guarantee collision avoidance at all times even under the presence of static non-cooperative obstacles. The algorithm does not need to differentiate among agents and obstacles and use a time-varying localization-based priority rule to guarantee safe motion while reducing the occurrence of deadlocks. A Monte Carlo simulation is performed showcasing the performance of the algorithm under different densities of obstacles and agents.

I. INTRODUCTION

In recent years, both scientific and governmental agencies have significantly invested in the development of multi-robotic systems, such as Mobile Wireless Sensor Networks (MWSNs), for area coverage applications including force protection, reconnaissance, multi-target pursuit, disaster relief, border security, and environmental sampling, among others [1], [2]. A team of relatively simple and low-cost cooperative mobile robots can replace a single, complex agent and cover large-scaled areas in shorter time, provide robustness and resiliency to the overall mission, and reduce maintenance and operational costs [3]. However, the success and efficiency of the MWSN requires a high level of coordination among agents, particularly, in navigation tasks.

The implementation and guidance of numerous autonomous agents are typically achieved through a centralized controller. The focus of contemporary research is on removing the dependency on a single decision-making unit and decentralizing the control process [4], [5]. A decentralized system implies that the decision process for an individual agent is not dependent on information of all other agents. For example, in a decentralized MWSN, each agent’s information (e.g., position, state, and velocity) is typically unknown to every other agent until they become sufficiently close. Such decentralized approach offers several advantages including robustness to single-point failures, modularity, and scalability [6]. It, however, increases the chances of deadlocks. A deadlock occurs when one or multiple agents cannot reach their desired destination [7]. Ideally, each agent in the multi-robotic system should be able to reach its desired destination while avoiding collisions with other agents and obstacles.

Recognizing the advantages of decentralized control for multi-robotic applications, this paper presents a decentralized cooperative navigation algorithms based on the concept of cellular automata [8]. The algorithm assumes agents to move one cell at a time in any direction according to a set of predefined transition rules. Only information about nearby agents within two cells of distance is required and the agent does not need to differentiate between static obstacles and other agents. Moreover, the algorithm is reactive, i.e., it updates the right course of action when other agents are detected. A Monte Carlo simulation was carried out in order to evaluate and compare the performance of the algorithm under different scenarios. It is shown that the cellular automata based cooperative algorithm allows agents to successfully avoid collisions while reducing the occurrence of deadlocks.

II. RELATED WORK

Collision avoidance for autonomous agents has been a topic of research for several decades (see [9], [10] for surveys). Example of early work includes the occupancy grid [11] and the certainty grid [12] in the late 1980s. In general, collision and obstacle avoidance laws are classified in terms of the agent’s dynamics and kinematics [13]–[15], the presence of static or dynamic obstacles, level of decentralization, computational complexity, cooperation among agents, planning methods, robustness to modeling and sensing uncertainties [16], required knowledge, input constraints [17], and scalability, among other features. Some of the most popular approaches include the use of velocity obstacle [18], artificial potential field functions [19], and avoidance control [20]–[22]. All of these methods, however, cannot guarantee collision avoidance for a large number of agents [18], [23] or cannot prevent the occurrence of deadlocks [7], [24].

Herein, collision avoidance for a large group of agents is addressed using the concept of cellular automata [8]. A cellular automaton is a dynamical system in which time and space are discretized, and which evolution depends on local interactions [25]. It is described by the dimension of the space (number of cells), a discrete set of states for each cell (e.g., occupancy), the neighborhood around each cell (e.g., range of Moore or von Neumann neighborhood), and a set of rules governing the evolution of the cellular automaton based on the current state of the cells and neighboring cells. Cellular automata based methods have been widely used in the modelling and simulation of crowds and pedestrian...
dynamics [26], [27]. It has also been applied to path planning algorithms for robots [28]. Particularly, in [25], a cellular automata based model is proposed that guarantees collision avoidance for a large group of agents while maintaining a given formation. Another recent--yet, centralized--path planning method is the use of a triangular grid, which can achieve multi-agent coordination when the agent density is close to 50% [29]. In contrast to previous methods, the algorithm presented in this paper not only is proven to guarantee collision avoidance with dynamics agents at all times, but is also designed to minimize the probability of deadlocks by introducing a right-to-move priority rule.

III. ASSUMPTIONS AND PROBLEM STATEMENT

This paper presents a decentralized, collision-free navigation algorithm for an arbitrarily large group of autonomous agents (as long as the workspace is large enough). The goal of the algorithm is for each agent to converge safely to their desired destination in finite time, according to the following assumptions.

1) The workspace \( \mathbb{W} \subset \mathbb{R}^2 \) is bounded, convex, and divided into equally sized cells \( c(x, y, t) \), similar to Fig. 1. Each cell \( c(x, y, t) \) is associated with Cartesian coordinates \( x \) and \( y \).

![Fig. 1: Workspace Divided in Cells.](image)

2) A cell can take one of two states at any given time \( t \in \mathbb{N}_0 \), where \( t \) represents a time unit and \( \mathbb{N}_0 \) is the set of natural numbers. The cell can either be occupied by an agent or obstacle (\( c(x, y, t) = 1 \)) or be free (\( c(x, y, t) = 0 \)).

3) A cell can only be occupied by one agent or obstacle at any given time, otherwise, it would imply a collision. Similarly, an agent or obstacle can only occupy one cell at any given time. The positions of the \( i \)th agent and \( j \)th obstacle are defined as \( p_i(t) = [x_i(t), y_i(t)]^T \) and \( q_j(t) = [x_j(t), y_j(t)]^T \), respectively. Without loss of generality, the dependence on time will be omitted unless deemed necessary.

4) Each agent can sense the location of other agents, including obstacles, within a Moore neighborhood of range \( R = 2 \) cells (see Fig. 2). This neighborhood is defined as the \( i \)th agent’s detection region and is given by

\[ \mathcal{D}_i(t) = \{c(x_j, y_j, t) : |x_j - x_i| \leq R, |y_j - y_i| \leq R\}. \]

Furthermore, \( \mathcal{D}_i(t) \) will be divided in two parts: the Northwestern part, \( \mathcal{D}_{iNW}(t) \), and the Southeastern part, \( \mathcal{D}_{iSE}(t) \), as shown in the right of Fig. 2.

![Fig. 2: Agent’s Detection Region.](image)

5) The dynamics of the agents can be ignored.

6) Agents act cooperatively, i.e., all agents follow the same set of rules.

7) Agents cannot distinguish between obstacles and other agents.

8) Agents can recognize or are aware of the workspace’s boundary and the cells at the boundary are therefore assumed as occupied \( c(x, y, t) = 1, \forall [x, y]^T \notin \mathbb{W} \).

9) Agents can only move up to one cell in any direction within a single unit of time (see green squared area in Fig. 2).

10) Agents and obstacles start all at different cells.

11) No two agents share the same desired destination, \( p^d_i = [x^d_i, y^d_i]^T \), and all destinations are at least \( d_* \) cells apart in any direction, i.e.,

\[ \max\{|x^d_i - x^d_j|, |y^d_i - y^d_j|\} \geq d_* \quad \forall i \neq j. \]

where \( d_* \geq 2 \) cells.

12) Obstacles are static and at least \( d_* \geq 2 \) cells apart from each other in any direction. Moreover, they are also at least \( d_* \) cells apart from any desired destination and \( d_* \) from the agents’ initial positions.

13) The number of obstacles, \( N_q \), plus the number of agents, \( N_p \), is sufficiently small compared to the number of cells, \( N_c \), in the workspace. Specifically, \( N_p + N_q < \frac{1}{4} N_c \).

Remark 1: Assumptions (10) through (13) are in place to guarantee that first, the agents do not start from a collision state; and second, that there is at least one collision-free path for all agents to their destination. Increasing \( d_* > 2 \) cells guarantees that no agent or obstacle lies in each other’s detection region when all agents reach their destination. This is a very common assumption among collision avoidance algorithms [21].
Remark 2: Herein, the distance between any two agents, obstacles, or cells is defined using $L_\infty$ norm, also known as the Chebyshev distance, i.e., $d_{\text{Cheb}}(p_i, p_j) = \max\{|x_i - x_j|, |y_i - y_j|\}$.

The problem is to define a set of cooperative rules that can guarantee collision avoidance at all times and reduce the likelihood of deadlocks. In cellular automata, these rules are known as transition rules and, together with the dimensions of the workspace, the states of the cells, and the neighborhood of each cell, they define a finite cellular automaton [25]. In what follows, a collision is assumed to happen when 1) two agents or obstacles occupy the same cell, i.e., $p_i(t) = p_j(t)$, 2) one agent replaces another agent, i.e., $p_i(t) = p_j(t - 1)$, or 3) when the paths of two agents $p_i(t - 1) \rightarrow p_i(t), p_j(t - 1) \rightarrow p_j(t)$ intersect in a straight line for some $i \neq j$ and some $t \in \mathbb{N}_0$.

IV. COLLISION-FREE NAVIGATION ALGORITHM

The navigation algorithm assumes that each agent can only move within its Moore neighborhood of range 1, i.e., a $3 \times 3$ cells² area centered at the agent’s position and illustrated to the left of Fig. 2. The $i$th agent’s detection region is also illustrated in the same figure. The algorithm is governed by the following set of transition rules.

Rule 1: Do not move to an occupied cell, i.e., $p_i(t + 1) \neq \{x, y\}^T \ (t + 1)$ if $c(x, y, t) = 1$.

Rule 2: Do not move if intended motion is also a possible move for an agent in a higher priority region. Higher priority region will switch between Northwestern ($D_{NW}(t)$) and Southeastern ($D_{SE}(t)$) every $T_{\text{switch}}$ units of time, starting with $D_{NW}(0)$.

Rule 3: If it does not contradict Rules 1 and 2, move to a cell closer to destination:

- if $|x_i^d - x_i| < |y_i^d - y_i|$, then $p_i(t + 1) = p_i(t) + [0, \text{sgn}(y_i^d - y_i)]T$;
- if $|x_i^d - x_i| > |y_i^d - y_i|$, then $p_i(t + 1) = p_i(t) + [\text{sgn}(x_i^d - x_i), 0]^T$;
- if $|x_i^d - x_i| = |y_i^d - y_i|$, then $p_i(t + 1) = p_i(t) + [\text{sgn}(x_i^d - x_i), \text{sgn}(y_i^d - y_i)]^T$.

where $\text{sgn}(x) = 1$ if $x > 0$, $\text{sgn}(x) = -1$ if $x < 0$, and $\text{sgn}(x) = 0$ if $x = 0$.

Rule 4: If Rule 3 is not allowed, sequence through motions that shorten the Euclidean distance to destination while satisfying all other rules. Try clockwise first, then counterclockwise. If no motion that shorten the distance is available, then stay in same cell, i.e., $p_i(t + 1) = p_i(t)$.

Northwestern priority implies that if an agent $p_i(t)$ is in $i$th agent’s $D_{NW}(t)$, then, the $j$th agent has the right to move while the $i$th agent remains stationary. Otherwise, the agent $i$th has the right to move and the $j$th agent remains stationary. Similarly, Southeastern priority implies that if an agent $p_j(t)$ is in $D_{SE}(t)$, then, the $j$th agent has the right to move. The rule is meant to avoid collisions and deadlocks by allowing at least one agent to move, but not both. The switching between both priorities aims to further reduce the probabilities of deadlocks, particularly, when a higher priority agent that has reached its destination is in the path of a lower priority agent. The priority regions have been set arbitrarily and the switching frequency can be seen as a control tuning parameter. The complete control strategy is implemented in Algorithm 1.

Remark 3: The switching of priority requires time synchronization among agents in order to avoid collisions. To soften this requirement, the switching can be modified with an additional small time window between switching where no agent has a higher priority. Within this time window, an agent will assume a lower priority. This allows some asynchronous behavior among agents.

Remark 4: The evaluation of the Euclidean norm in Rule 4 rather than the Chebyshev norm allows a greater range of motion for some particular cases without increasing the Chebyshev distance. This is due to the fact that the Euclidean distance is in general larger than the Chebyshev distance. For example, consider an agent $p_i = [x_i, y_i]^T$ with desired position $p_i^d = [x_i + 2, y_i + 1]^T$ and surrounding cells empty except for $c(x_i + 2, y_i, t) = c(x_i + 1, y_i + 1, t) = 1$. Under Chebyshev metric and Southeastern priority, no other neighboring cells results in a shorter distance. However, using the Euclidean norm, moving to $c(x_i, y_i + 1, t)$ reduces the Euclidean distance while maintaining the same Chebyshev distance. The move eventually can decrease the chances of a deadlock.

Theorem 1: Consider a group of $N_p$ agents and $N_q$ obstacles and suppose that Assumptions (1) through (13) are satisfied. Let the group of agents evolve according to the Collision-Free Navigation Algorithm. Then, the agents are

---

**Algorithm 1: Collision-Free Navigation**

**Data:** $p_i(t), p_j^d, c(x, y, t) \in D_i(t)$, $T_{\text{switch}}$

**Result:** $p_i(t + 1)$

if $p_i(t) \neq p_j^d$ then

Determine next position $p_i^+$ based on Rule 3;
Verify Rules 1 and 2;
if $p_i^+$ violates Rules 1 or 2 then

for $k \in \{\text{Set of possible motions}\}$ do

Update $p_i^+$ based on Rule 4;
Verify Euclidean distance from $p_i^+$ to $p_j^d$;
Verify Rules 1 and 2;
if $p_i^+$ violates Rules 1 or 2 or Euclidean distance is not decreased then

Do not move, $p_i(t + 1) = p_i(t)$;

else

Move to $p_i(t + 1) = p_i^+$;
break for;

end

end

else

Do not move, $p_i(t + 1) = p_i(t)$;
end

end
guaranteed to avoid collision at all times.

Proof: A collision takes place if for some time \( t > 0 \) one have that: 1) two or more agents (including obstacles) occupy the same cell; 2) an agent moves to a previously occupied cell, i.e., \( c(x, y, t − 1) = 1 \); or 3) the paths of two agents intersect. The second scenario is a direct contradiction of Rule 1 and, therefore, it is guaranteed not to take place. The third scenario is ruled out by Rule 2 as only one agent is allowed to move to a potential collision cell. One is left to prove that the first scenario cannot take place.

The first scenario assumes that at least two or more agents move to the same pre-empty cell, i.e., \( p_i(t + 1) = p_j(t + 1) = [x, y]^T \) for \( c(x, y, t) = 0 \). Without loss of generality, consider a collision between two agents. Given that all agents can only move one cell at a time, both agents should have been able to detect each other at least one time step before the collision. Since for any arrangement between the two agents, one will always have priority (Rule 2), the second should have not been able to move to the same cell. Therefore, such a collision move is not allowed by the algorithm and the agents should not collide.

Theorem 1 guarantees collision avoidance for a group agents and static obstacles that evolve according to the defined transition rules. Note that it does not guarantee anything about avoiding deadlocks which is a hard problem to overcome, particularly, with non-cooperative obstacles [16]. A simulation example of the evolution of ten agents with five static obstacles in a \( 13 \times 12 \) cell\(^2 \) workspace is given in Fig. 3 for \( d_\star = 2 \) cells and \( T_{\text{switch}} = 10 \) time steps. The figure shows the motion for different instances of time and demonstrate how, at least in this case, the agents are able to converge to their desired destination without colliding.

V. SIMULATIONS

To evaluate the performance of the proposed algorithm, a series of simulations using MATLAB were performed by varying the agents’ initial conditions, desired destinations, and obstacles’ locations for different number of agents and obstacles. A total of 200 cases per scenario were evaluated.

A scenario was defined by the number of agents, static obstacles, and the choice of minimum distance \( d_\star \) among obstacles and desired positions. The number of agents varied from 5 to 20 agents, whereas the number of obstacles ranged from 0 to 20. In total, 48 different scenarios were evaluated under 200 different initial conditions and desired destinations (i.e., cases). The initial conditions and agents’ destinations were chosen uniformly at random in a \( 30 \times 30 \) cell\(^2 \) workspace subject to the following constraints:

\[
\begin{align*}
     & d_{CH}(p_i(0), p_j(0)) \geq 10 \text{ cells } \forall i, \\
     & d_{CH}(p_i(0), p_j(0)) \geq 2 \text{ cells } \forall i \neq j, \\
     & d_{CH}(p_i(0), q_j) \geq 2 \text{ cells } \forall i, j, \\
     & d_{CH}(p_i(0), q_j) \geq d_\star \forall i \neq j, \\
     & d_{CH}(q_i, q_j) \geq d_\star \forall i \neq j, \text{ and} \\
     & d_{CH}(q_i, q_j) \geq d_\star \forall i, j
\end{align*}
\]

where \( d_\star \) varied between 2 and 4 cells. The first constraint was chosen in order to increase the chances of interactions among agents (i.e., each agent needs to travel at least 10 cells to reach its destination). The other constraints were chosen according to Assumptions (11) through (13) of Section III when \( d_\star = 2 \) cells. Simulations for \( d_\star > 2 \) cells were carried to illustrate how the algorithm performs under more restricted conditions. The algorithm switched every \( T_{\text{switch}} = 10 \) time steps between both priority regions.

A. Performance Criteria

The metrics used to evaluate the performance of the algorithm were number of collisions, percentage of deadlocks, and the time to completion. Ideally, there should be no collisions, the percentage of deadlocks per scenario should be zero, and the time to completion should be small. The percentage of deadlocks is counted as the total number of cases that led to at least one deadlock divided by the total number of cases per scenario (i.e., 200 cases). The time to completion was taken as the minimum time \( t \) for which all agents reached their destinations.

In addition to the above metrics, all agents should ideally travel the shortest distance from their initial positions to their destinations. To quantify this behavior, define the Normalized Collision-Free Traveled Distance (NCFTD) as the total
Chebyshev distance travelled by the ith agent divided by the Chebyshev distance between the initial position and the agent’s destination. Mathematically,

\[
\text{NCFTD}_i = \frac{\sum_{t=1}^{\infty} d_{Ch}(\mathbf{p}_i(t), \mathbf{p}_i(t))}{d_{Ch}(\mathbf{p}_i(0), \mathbf{p}_i^d)}.
\]

Note that, ideally, NCFTD should be 1 and that larger values indicate a poor performance (i.e., that the agents took a route other than the shortest path).

Similarly, define the average NCFTD among all agents in a group as

\[
\text{ANCFTD} = \frac{\sum_{i=1}^{N_p} \text{NCFTD}_i}{N_p}.
\]

Once again, this value should ideally be 1.

**B. Results**

Fig. 4a illustrates the results for different scenarios when the distance among obstacles and the distance between any other obstacle or desired destination was at least \(d_\star = 2\) cells. It can be observed that the number of deadlocks, the time to completion, and the average distance traveled by the agents, ANCFTD, increased with an increase in the number of agents or an increase in the number of obstacles. No collisions took place on any of the scenarios. It should be noticed, however, that even under the absence of static obstacles, some scenarios led to deadlocks (e.g., 3.5% for \(N_p = 20\) agents).

A similar series of simulations were then performed by restricting the Chebyshev distance between any two obstacles or desired destinations to be at least 3 cells, in Fig. 4b, and 4 cells, in Fig. 4c. The increase in the distance among obstacles as well as desired destinations allows more mobility among agents and guarantees that no other agent or obstacle lies within their detection region once all agents have reached their destination (a common assumption among collision avoidance algorithms [21]). It can be seen that in all scenarios, the time to completion as well as the average distance traveled by agents increased with the number of agents or obstacles. The number of deadlocks was reduced to zero when \(d_\star = 4\) cells and near zero when \(d_\star = 3\) cells. Note, however, that all agents converged to their destination when no static obstacles were included. Comparing the algorithm under different \(d_\star\) distances, it can be seen that all measures of performance improved with an increase in \(d_\star\).

**VI. Conclusions**

This paper introduced a cellular automata based, decentralized cooperative collision avoidance algorithm for a team of agents with static obstacles. The algorithm assumes that agents can detect the position of other agents and obstacles within a Moore neighborhood of range 2, while their range of motion is the Moore neighborhood of range 1. The algorithm is theoretically proven to guarantee collision avoidance and is designed to reduce the occurrence of deadlocks among agents. Although the cooperative algorithm cannot guarantee deadlock avoidance in all scenarios, it is shown via an extensive series of simulation examples that the agents are able to converge to their destination most of the time, particularly, when the density of agents and obstacles is small.

Future research directions include increasing the velocity (cells per one time step) of agents and increasing the range of motion when a potential deadlock has been recognized.
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